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Preface 1 

In today’s rapidly evolving world, mathematics is no longer confined to the abstract 
theories of academia. Instead, it has emerged as a powerful tool, guiding us through 
the complex challenges of the modern age. This book, a collection of 17 meticulously 
researched chapters from multiple authors, exemplifies this shift by showcasing 
the diverse and far-reaching applications of applied mathematics across various 
industries. 

From the moment we were introduced to these contributions, we were captivated 
by the innovative approaches to problem-solving presented throughout the chapters. 
The authors have skillfully assembled a wealth of knowledge, transforming intricate 
mathematical concepts into practical solutions that address real-world issues. As 
individuals deeply immersed in the world of mathematics and its applications, we 
are both inspired and humbled by the breadth and depth of the work presented here. 

The book sets the stage with a groundbreaking encryption method that draws from 
the principles of statistical physics—a testament to the creative synergy between 
seemingly disparate fields. This innovative approach not only enhances data secu-
rity but also highlights the limitless possibilities that arise when we dare to think 
beyond traditional boundaries. As you journey through the subsequent chapters, you 
will discover how applied mathematics is being harnessed to optimize solar energy 
potential, improve healthcare outcomes and even decode the mysteries of our planet’s 
natural phenomena. Each chapter serves as a testament to the transformative power 
of mathematics, offering readers a glimpse into how these concepts are being used 
to address some of the most pressing challenges of our time. 

One of the most striking aspects of the book is its interdisciplinary nature. The 
authors have seamlessly woven together mathematics, physics, engineering, and 
computer science, demonstrating that the solutions to complex problems often lie at 
the intersection of these fields. Whether you are an academic, a practitioner or simply 
someone with a curiosity for how the world works, this book offers something of 
value. It is with great admiration that we endorse this work, not only for its scholarly 
merit but also for its potential to inspire the next generation of problem solvers. 

The chapters contained within these pages are more than just studies; they are 
blueprints for innovation, each offering a unique perspective on how mathematics
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viii Preface 1

can be used to improve our world. As you embark on this intellectual adventure, we 
encourage you to explore each chapter with an open mind and a sense of curiosity. 
The journey through these mathematical landscapes is sure to be as rewarding as the 
discoveries themselves. 

Yelize Karaca 
Worcester, USA



Preface 2 

Applied mathematics is like a treasure map guiding us through the maze of real-
world problems, and it’s becoming everyone’s favorite adventure! As more people 
discover its magic, they realize just how helpful it is in finding clever solutions to 
tough challenges in all sorts of industries. This book is like a collection of 17 treasure 
chests, each filled with exciting discoveries about how applied mathematics can make 
our lives easier and more interesting. 

In Chapter “A New Method of Cryptography Providing Perfect Confidentiality 
of Information”, the author introduces a groundbreaking encryption method inspired 
by ideas from statistical physics. This unique approach assigns distinct transforma-
tions to each piece of data, boosting its security. By drawing from the Lieb–Liniger 
model, which explains the behavior of particles in one-dimensional space, this fresh 
encryption technique offers heightened levels of protection. 

Moving on to Chapter “Prediction of Solar Energy Potential with Machine 
Learning and Deep Learning Models”, the research zeroes in on evaluating the 
solar energy potential of Antalya and Serik, tapping into their rich renewable energy 
reservoirs. This investigation intricately weaves together meteorological, geograph-
ical, and technological elements, with a particular spotlight on leveraging machine 
learning and deep learning models. Through this comprehensive approach, the aim is 
to refine solar energy forecasts and devise more effective strategies for maximizing 
solar power utilization. 

In Chapter “Total Electron Content and Wavelet Transformation Analysis: 
Understanding the Role of Modelling”, the research sets out to understand how vari-
ations in total electron content (TEC) within the ionosphere affect Ankara, Turkey, 
with a specific focus on the year 2017. It’s known that solar winds and geomagnetic 
storms can influence TEC, which in turn can affect radio waves and satellite commu-
nications. To gain insights into these dynamics, the study employs wavelet analysis 
and machine learning algorithms to forecast changes in TEC levels. 

Moving on to Chapter “Friction Dominated Flow in Gas-Networks: Modeling, 
Simulation, Optimal Control and Domain Decompositions”, the study investigates 
the antioxidant levels in certain food powders like Acai, Camu, Beetroot, Cacao, and 
Coffee. Using a technique called “electron spin resonance” (ESR) spectrometry, they

ix



x Preface 2

measured the “g-values” of the radicals in these foods, which ranged from 2.0044 
to 2.00578. These findings offer valuable insights into the antioxidant properties of 
these foods. 

In Chapter “Free Radical, Antioxidant and Human Health”, authors delve into the 
world of nonlinear dynamic models, which offer a powerful tool for understanding 
and controlling complex systems. By incorporating fractional calculus and operators, 
these models provide a comprehensive approach to tackling real-world challenges. 
Specifically, they explore a model for multi-strain tuberculosis, using a modified 
Atangana–Baleanu–Caputo fractional derivative. This innovative approach enables 
more accurate numerical approximations, helping to unravel the complexities of such 
problems. 

Turning to Chapter “Algebraic Properties of Doubt ω-Fuzzy CI-Sub algebras and 
Ideals in CI-Algebra”, authors introduce the intriguing concept of doubt (ω)-fuzzy 
CI-subalgebras (doubt ω-FCI-SA) and embarks on an exploration of doubt triangular 
norm (ω)-fuzzy CI-subalgebras. Through the study, they verify the homomorphism 
of doubt triangular norm (ω)-fuzzy CI-algebras (doubt ω-FCI-SA) and delve into 
various algebraic properties, including the Cartesian product of doubt triangular 
norm (ω) with fuzzy CI-algebras. 

In Chapter “Elastoplastic Behavior of Transversely Isotropic Piezoelectric Disc 
Made of Functionally Graded Material with Variable Thickness Under Rotation”, the 
authors embark on an exploration of stress distribution and displacement in a rotating 
circular disc crafted from a unique material featuring variable thickness. Employing 
Seth’s transition theory, authors derive stress components and vividly illustrate their 
findings through numerical and graphical analyses, shedding light on the alterations 
in radial stress as the thickness parameter fluctuates. 

Moving forward to Chapter “Detection and Classification of Pneumonia from 
Chest X-rays Using Image Based Deep Learning Methods”, the research takes on 
the critical task of assessing various convolutional neural network (CNN) models for 
their efficacy in diagnosing pneumonia from chest X-ray images. Through rigorous 
evaluation using metrics like accuracy, precision, recall, F1-score, and AUC score, 
the study seeks to identify the most effective model for this vital medical application. 

In Chapter “Precision Agriculture Using IOT Sensors”, the study aims to develop 
an innovative smart agriculture system. This system incorporates various features 
such as intelligent irrigation based on real-time field data, monitoring soil conditions, 
detecting animal intrusions, managing weather changes, and controlling pests. These 
functions can be remotely managed by using smart devices or internet-connected 
computers, with the integration of technologies like ESP32, Wi-Fi, actuators, and 
sensors. 

Moving on to Chapter “On the Analysis of a Very Severe Cyclonic Storm Nilofar 
Over the Arabian Sea: A Numerical Weather Prediction Model Study”, the authors 
delve into analyzing the dynamics of the severe cyclonic storm Nilofar in the 
Arabian Sea. Utilizing numerical simulations with the WRF model, they meticu-
lously compare their findings with observational data to identify key factors leading 
to Nilofar’s dissipation before making landfall. These factors include disrupted latent 
heat circulation, negative sea surface temperature anomalies, increasing wind shear,
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and fluctuations in atmospheric stability. Their insights underscore the effectiveness 
of the WRF model in comprehending tropical cyclone dynamics. 

In Chapter “Crypto-Encoding Communication with Graph Theory”, the authors 
explore the intriguing realm of cryptography, the art of transforming plain text into 
encrypted code and vice versa. They highlight the historical significance of cryp-
tography, which has long been employed by militaries and diplomats to safeguard 
sensitive information. 

In Chapter “Cybersecurity Incidents in Relation to Fraudulent SIM Card 
Registration in Malawi”, the study analyzes the relationship between cybersecu-
rity incidents and the prevalence of mobile numbers without national identities in 
Malawi by using data from 2016 to 2021. It also evaluates the effectiveness of SMS 
OTP as a security measure, aiming to provide insights into regional cybersecurity 
trends and mitigate associated risks. 

Chapter “On Signed Product Cordial Labeling of Pan Related Graphs” explores 
the signed product cordial behavior of the m-pan graph, focusing on path connec-
tions and merging of graph copies under specific conditions, contributing to a better 
understanding of its unique characteristics. 

In Chapter “Supply Chain Analysis and Prediction Using Machine Learning”, 
machine learning techniques are applied to analyze complex supply chain data. The 
study covers preprocessing steps, model implementation including logistic regres-
sion, SVM, and random forest and tasks such as late delivery detection, fraudulent 
transaction identification, sales prediction, and customer segmentation by using the 
RFM analysis. Visualizations aid in data interpretation, while a dedicated website 
showcases data preprocessing and model results for improved collaboration. 

In Chapter “Optimal Transport: A Promising Technique for Causal Inference 
Applications”, the focus is on optimal transport methods for causal inference, over-
coming limitations of traditional techniques in handling high-dimensional models. 
Monge’s problem and Kantorovich’s dual formulation are explored, along with their 
application in methods like difference-in-differences and synthetic controls. 

Chapter “Analysis of a Queueing Model with Catastrophe and First Exceptional 
Service” introduces a queuing model with multiple vacations and server breakdowns, 
employing generating function techniques to analyze performance. 

In Chapter “CNN-Based Mathematical Model for Sub-classification of Non-small 
Cell Lung Cancer into Squamous Cell Carcinoma and Adenocarcinoma”, a convolu-
tional neural network (CNN) model is developed to accurately classify lung cancer 
subtypes from low-dose CT scan images, achieving impressive accuracies of 96.89% 
in training and 93.20% in validation. 

The book covers a wide range of topics, spanning from encryption methods and 
solar energy potential assessment to healthcare advancements and machine learning 
applications. Each chapter addresses unique challenges and explores innovative 
solutions across various fields such as cryptography, cybersecurity, healthcare, 
and environmental science. The chapters demonstrate the practical applications 
of mathematical modeling, deep learning, and optimization techniques in solving
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real-world problems, ultimately contributing to technological advancements and 
improving quality of life. 

Greater Noida, India 
New Delhi, India 
Greater Noida, India 
Worcester, USA 

Khursheed Alam 
Ayub Khan 
R. C. Singh 
Yeliz Karaca
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A New  Method of Cryptography  
Providing Perfect Confidentiality 
of Information 

Mukhayo Yunusovna Rasulova 

Abstract In this paper, using the method of statistical physics, a new encryption 
method is proposed that provides its own transformation for each cell of information, 
i.e., the perfect security of information. This new method is based on the Lieb-Liniger 
Model, which describes a gas of bosons in one-dimensional space. 

Keywords Statistical physics · Lieb-Liniger model · Advanced encryption 
system · Tree-pass protocol 
MSC Code 94A60 

1 Introduction 

From ancient times to the present, the security of information and its transmission 
has been an urgent problem. Interest in this problem has increased many times, 
due to the digitalization of the entire industry of life and activity. Unfortunately, 
at present, information security methods are based on probabilistic methods, which 
do not provide perfect information protection. Even ‘The Design of Rijndael AES-
The Advanced Encryption Standard” [1], which is the basis of modern Western 
information security, also based on probabilistic methods of information protection, 
is not excluded from this shortcoming. 

One of the possible methods for solving the problem of ideal information security 
is to solve the equation for the function of n variables, where n is the number of 
information cells, which will give a complete set of their own transformations for 
each cell. At present, there are only a few such exact solvable equations. One of 
these equations is the Schrodinger equation, which describes a system of n particles, 
interacting with a potential in the form of a delta function. The solution of this
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2 M. Y. Rasulova

equation has the form of the form of Bethe ansatz [2], which includes the argument 
permutation operator. This problem was first solved by Lieb and Linigher [3]. 

Another problem of information security is related to the transmission of infor-
mation. It is in the transmission of information that there is a process of transferring 
the information key from the sender of the encoded information to the addressee. 
This process is quite dangerous, since the key can get to a third enemy person. There-
fore, it is necessary to exclude this process when transmitting information. The most 
promising way to solve this problem is to ensure the transfer of information without a 
key transfer process, creating a method of information transfer where the participants 
in the transfer have their own encryption eA, eB and decryption dA, dB keys and do 
not use the key transfer process. This method was developed by Shamir [4] in the  
80s of the last century (see Fig. 1). 

In this paper, we have proposed a new approach [5–8] to solving the creation of a 
method for ensuring perfect information protection, based on statistical mechanics, 
namely, the Lieb-Linigher Model. This approach allows us to fully implement the 
use of the Shamir information transmission method. The first chapter of the work is 
devoted to the introduction. In the second chapter, a method for solving the problem 
in the Lieb-Liniger Model is briefly indicated. The third chapter shows how the Lieb-
Liniger method can be applied to information transfer. The last chapter is devoted to 
the conclusion.

Fig. 1 Flow chart illustrating a communication process between two entities, Alice and Bob, 
represented by two blue sections. Each section contains circles connected by arrows, indicating 
the flow of information. The chart includes probability expressions such as P(eB,eA), P(eB), and 
P(eA), showing the relationships and dependencies between different events or states. The diagram 
emphasizes the interaction and data exchange between Alice and Bob 
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2 Bethe Ansatz for Bose Gas 

Following [3], consider the solution of the time independent Schrödinger equation 
for s particles interacting with the potential in the form of a delta function 

δ(|xi − xj|) = {∞, if xi=xj, 
0 if xi �=xj 

. 

in one-dimensional space R: 

− �
2 

2m 

s∑

i=1

�iψ(x1, x2, ..., xs) + 2c
∑

1≤i<j≤s 

δ
(
xi − xj

)

ψ(x1, x2, ..., xs) = Eψ(x1, x2, ..., xs), 

(1) 

where the constant c ≥ 0 and 2c is the amplitude of the delta function, m = 1- massa 
of boson, � = 1-Plank constant, Δ-Laplasian, the domain of the problem is defined 
in R: all 0 ≤ xi ≤ L and the wave function ψ satisfies the periodicity condition in all 
variables. In [3], it was proved that defining a solution ψ in R1 : 0 ≤ x1 ≤ x2 ≤ ... ≤ 
xs ≤ L is equivalent to defining a solution to the equation 

− 
s∑

i=1 

1 

2m
�xi ψ = Eψ, 

with the boundary condition

(
∂ 

∂xj+1 
− 

∂ 
∂xj

)
ψ

∣∣∣∣
xj+1=xj 

= c ψ |xj+1=xj , (2) 

and the initial periodicity condition is equivalent to the periodicity conditions in 

ψ(0, x2, ..., xs) = ψ(x2, ..., xs, L), 

∂ψ(x, x2, ..., xs) 
∂x

∣∣∣∣
x=0 

= 
∂ψ(x2, ..., xs, x) 

∂x

∣∣∣∣
x=L 

. 

Using Eq. (2) we can determine the solution of equation Eq. 1 in the form of the 
Bethe ansatz [2, 3, 5, 9]: 

ψ(x1, ..., xs) =
∑

P 

a(P)P exp(i 
s∑

j=1 

kjxj) (3)
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in the region R1 with eigenvalue Es = 
s∑

j=1 
k2 j , where the summation is performed 

over all permutations P of the numbers {k} = k1, k2, ..., ks and a(P) is a certain 
coefficient depending on a(Q) = −a(P) exp(iθi,j), where θi,j = θ(ki − kj), θ (r) = 
−2 tan−1

(
r 
c

)
and when r is a real value and −π ≤ θ(r) ≤ π. 

For the case s = 2, one can find [3, 5–10]: 

ψ(x1, x2) = a1,2(k1, k2)ei(k1x1+k2x2) + a2,1(k1, k2)ei(k2x1+k1x2). 

and 

ik2a1,2 + ik1a2,1 − ik1a1,2 − ik2a2,1 = c(a1,2 + a2,1), 

or 

a2,1 = −  
c − i(k2 − k1) 
c + i(k2 − k1) 

a1,2. 

If we choose 

a1,2 = ei(k1x1+k2x2) , 

one gets 

ei(k2x1+k1x2) = −  
c − i(k2 − k1) 
c + i(k2 − k1) 

ei(k1x1+k2x2) = −eiθ2,1 ei(k1x1+k2x2) . (4) 

3 Application of Bethe Ansatz in Information Technology 

Let’s consider how the last equation can be used for three-stage information transfer. 
Let Alice encrypt information X = ei(k1x1+k2x2+k3x3+k4x4+k5x5+k6x6+k7x7+k8x8) using the 
encryption key 

eA = eiθ3,1 eiθ5,2 eiθ1,3 eiθ6,4 eiθ2,5 eiθ4,6 eiθ8,7 eiθ7,8 

and send encrypted information to Bob: 

(eAX ) = eiθ3,1 eiθ5,2 eiθ1,3 eiθ6,4 eiθ2,5 eiθ4,6 eiθ8,7 eiθ7,8× 
ei(k1x1+k2x2+k3x3+k4x4+k5x5+k6x6+k7x7+k8x8) 

= ei(k3x1+k5x2+k1x3+k6x4+k2x5+k4x6+k8x7+k7x8) .
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Bob receives this information and encrypts it with his key: 

eB = eiθ2,1 eiθ4,2 eiθ5,3 eiθ1,4 eiθ6,5 eiθ3,6 eiθ8,7 eiθ7,8 

and sends the double-encrypted information back to Alice: 

(eB(eAX )) = eiθ2,1 eiθ4,2 eiθ5,3 eiθ1,4 eiθ6,5 eiθ3,6 eiθ8,7 eiθ7,8× 
ei(k3x1+k5x2+k1x3+k6x4+k2x5+k4x6+k8x7+k7x8) = 
ei(k2x1+k4x2+k5x3+k1x4+k6x5+k3x6+k8x7+k7x8) . 

Having received the latest information from Bob, Alice decrypts it with her key 

dA = e−iθ3,1 e−iθ5,2 e−iθ1,3 e−iθ6,4 e−iθ2,5 e−iθ4,6 e−iθ8,7 e−iθ7,8 : 

(dA(eB(eAX ))) = e−iθ3,1 e−iθ5,2 e−iθ1,3 e−iθ6,4 e−iθ2,5 e−iθ4,6 e−iθ8,7 e−iθ7,8× 
ei(k2x1+k4x2+k5x3+k1x4+k6x5+k3x6+k8x7+k7x8) = 
ei(k3x1+k5x2+k1x3+k6x4+k2x5+k4x6+k8x7+k7x8) 

and send it back to Bob. Now the information is covered by Bob’s key just one time. 
Bob, having received this information, decrypts it with his decoder key 

dB = e−iθ2,1 e−iθ4,2 e−iθ5,3 e−iθ1,4 e−iθ6,5 e−iθ3,6 e−iθ8,7 e−iθ7,8 : 

(dB(dA(eB(eAX )))) = (dB(dA(eA(eBX )))) = 
= e−iθ2,1 e−iθ4,2 e−iθ5,3 e−iθ1,4 e−iθ6,5 e−iθ3,6 e−iθ8,7 e−iθ7,8× 
e−iθ3,1 e−iθ5,2 e−iθ1,3 e−iθ6,4 e−iθ2,5 e−iθ4,6 e−iθ8,7 e−iθ7,8× 
eiθ3,1 eiθ5,2 eiθ1,3 eiθ6,4 eiθ2,5 eiθ4,6 eiθ8,7 eiθ7,8× 
eiθ2,1 eiθ1,2 eiθ6,3 eiθ2,4 eiθ3,5 eiθ5,6 eiθ8,7 eiθ7,8× 
ei(k1x1+k2x2+k3x3+k4x4+k5x5+k6x6+k7x7+k8x8) = 
e−iθ2,1 e−iθ4,2 e−iθ5,3 e−iθ1,4 e−iθ6,5 e−iθ3,6 e−iθ8,7 e−iθ7,8× 
eiθ2,1 eiθ4,2 eiθ5,3 eiθ1,4 eiθ6,5 eiθ3,6 eiθ8,7 eiθ7,8× 
ei(k1x1+k2x2+k3x3+k4x4+k5x5+k6x6+k7x7+k8x8) = 
ei(k1x1+k2x2+k3x3+k4x4+k5x5+k6x6+k7x7+k8x8) . 

so in binary k1 = 1, k2 = 0, k3 = 1, k4 = 0, k5 = 1, k6 = 1, k7 = 
0, k8 = 0.
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The latest information matches the information that Alice wanted to send to Bob. 
To adapt the results obtained in Chap. 3 for modern computers, which are based on 

matrix coding, we introduce a permutation operator P, which we denote as follows: 

ei(k2x1+k1x2) = 
∞∑

i=0 

in 

n! (k2x1 + k1x2)n = 
∞∑

i=0 

in 

n!

(
[x1x2]

[
k2 
k1

])n 

= 

∞∑

i=0 

in 

n!

(
[x1x2]P

[
k2 
k1

])n 

, 

where 

P =
[
0 1  
1 0

]

From last equation, after taking the logarithm, we obtain: 

eA = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 0 1 0 0 0 0 0  
0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

eB = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 1 0 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

dA = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 0 1 0 0 0 0 0  
0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

dB = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 0 0 1 0 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0  
0 0 1 0 0 0 0 0  
0 0 0 0 1 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Matrices eA and eB are commutative: 

eA × eB = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 0 1 0 0 0 0 0  
0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

× 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 1 0 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

= 

eB × eA = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 1 0 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

× 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 0 1 0 0 0 0 0  
0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

= 

= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 0 0 0 1 0 0 0  
0 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0  
0 0 1 0 0 0 0 0  
0 0 0 1 0 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 0 1 0  
0 0 0 0 0 0 0 1  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

We can also show that dA = e−1 
A is inverse to eA and: 

dA × eA = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 0 1 0 0 0 0 0  
0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

× 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 0 1 0 0 0 0 0  
0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

= 

= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

1 0 0 0 0 0 0 0  
0 1 0 0 0 0 0 0  
0 0 1 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 1 0 0 0  
0 0 0 0 0 1 0 0  
0 0 0 0 0 0 1 0  
0 0 0 0 0 0 0 1  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Similarly, dB = e−1 
B and: 

dB × eB 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 0 0 1 0 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0  
0 0 1 0 0 0 0 0  
0 0 0 0 1 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

× 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 1 0 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

= 

= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

1 0 0 0 0 0 0 0  
0 1 0 0 0 0 0 0  
0 0 1 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 1 0 0 0  
0 0 0 0 0 1 0 0  
0 0 0 0 0 0 1 0  
0 0 0 0 0 0 0 1  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

Let the initial information in a binary representation have the form: 

X = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

1 
0 
1 
0 
1 
1 
0 
0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

. Then eAX = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 0 1 0 0 0 0 0  
0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

× 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

1 
0 
1 
0 
1 
1 
0 
0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

1 
1 
1 
1 
0 
0 
0 
0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

(eB(eAX )) = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 1 0 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

× 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

1 
1 
1 
1 
0 
0 
0 
0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

1 
1 
0 
1 
0 
1 
0 
0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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(dA(eB(eAX ))) = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 0 1 0 0 0 0 0  
0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

× 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

1 
1 
0 
1 
0 
1 
0 
0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 
0 
1 
1 
1 
1 
0 
0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

(dB(dA(eB(eAX )))) = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 0 0 1 0 0 0 0  
1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0  
0 0 1 0 0 0 0 0  
0 0 0 0 1 0 0 0  
0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

× 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 
0 
1 
1 
1 
1 
0 
0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

1 
0 
1 
0 
1 
1 
0 
0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

= X . 

4 Conclusion 

This work proposes a new encryption method based on the Lieb-Liniger model, which 
allows the translation to provide for each cell its own encryption transformation. For 
this purpose, we use the solutions of the Schrodinger equation for the boson system 
interacting with the potential in the form of a delta function. 

The advantages of this algorithm and information transfer method: 

1. Complete diffusion of component bits at each stage of information transfer. 
2. The cost-effectiveness of the algorithm, since good diffusion is provided by a 

small number of bits. If modern programs requires 5 cells to express letters, then 
in our approach it is possible to express letters in one cell. 

3. Equality of zero correlation between plaintext and ciphertext, which is a condition 
for perfect encryption. 

4. The lack of a key transfer process between partners is the most danger-ous part 
of information transfer. 

5. Possibility of programming the direction of propagation of bosons in one-
dimensional space.
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Prediction of Solar Energy Potential 
with Machine Learning and Deep 
Learning Models 

Buket İşler , Uğur Şener , Ahmet Tokgözlü , Zafer Aslan , 
and Peter Baumann 

Abstract Replacing fossil fuel-based energy with carbon-free sources is essen-
tial for achieving climate neutrality in Europe, aligned with the European Green 
Deal. The southern regions of Turkey, especially Serik, Antalya, are well-suited to 
support this strategy due to their significant solar energy potential. This research 
investigates the solar energy potential of Serik, a region with one of Turkey’s 
highest renewable energy reservoirs. Accurately forecasting solar energy poten-
tial requires understanding meteorological, geographical, and technological factors, 
particularly advancements in machine learning and deep learning models. This 
study employs Nonlinear Autoregressive Neural Networks (NAR), Long Short-
Term Memory (LSTM), Gated Recurrent Unit (GRU), Seasonal Autoregressive 
Moving Average (SARMA), and Discrete Wavelet Analysis, as well as the NARX 
model, incorporating Wavelet outputs as inputs. The integration of Discrete Wavelet 
Transform with neural networks has significantly enhanced forecast accuracy. The 
SARMA model also performed well over the test period. This paper serves as a
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guide for selecting optimal approaches to forecast medium- and long-term solar 
energy potential, contributing to improved strategies for solar energy utilization. 

Keywords ANN · Discrete wavelet analysis · GRU · Hybrid forecasting ·
LSTM · Solar irradiance forecasting 
MSC Code 68T07 

1 Introduction 

Energy consumption per capita is considered a significant indicator reflecting a 
country’s technological and economic advancement. Fossil fuels are generally relied 
upon to meet energy demand in the twentieth century. The climate-neutral conti-
nent objective of the European Green Deal and rising energy demand have led to 
a rapid rise in interest in renewable energy sources due to the limited reserves and 
environmental impacts of carbon-based energy production. In this context, many 
countries have been increasing their clean and renewable energy production [1–3]. 
Solar panels exhibit a distinctive capacity to generate energy devoid of combustion 
processes, thereby obviating the emission of harmful gases into the atmosphere. 
This inherent characteristic contributes significantly to the mitigation of air pollu-
tion, thus constituting a pivotal measure in the global endeavor to combat climate 
change. Furthermore, the utilization of renewable energy derived from indigenous 
sources engenders a consequential reduction in dependency on external reservoirs 
of energy. This is an important step toward a cleaner and more responsible future. 

Estimating the solar irradiance potential of a region is of great importance in 
achieving maximum efficiency from the generated energy systems. The energy 
obtained from solar radiation can be converted into various forms. This energy can 
be directly converted into electrical energy through photovoltaic (PV) panels [4], 
utilized for thermal energy purposes such as water heating [5], and transformed into 
chemical energy through the use of photoelectrochemical tools for the production of 
solar energy. All mentioned forms of energy require adequately mapped resources 
in regions where they are abundantly available. Therefore, accurate prediction of 
solar energy potential plays a critical role in ensuring the efficient utilization of these 
energy sources. There is no precise model available currently to correctly forecast the 
solar energy intensity. Solar radiation can be predicted using model-based and data-
driven methods [6, 7]. The model-based system is based on a physical foundation 
that utilizes weather variables to predict solar PV power. In the case of a data-driven 
model, techniques such as extreme learning machines, gradient-boosting regression 
trees, support vector machines, and artificial neural networks are utilized to construct 
the prediction model [8, 9]. 

Artificial Neural Networks (ANN), which are basically inspired by the biolog-
ical thought process and can accurately predict data points outside a given data 
set by learning hidden trends in the training data, have emerged as an important
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methodological approach in solar potential estimation [10]. This approach, which 
differs from traditional analysis methods, is becoming increasingly popular due to 
its high accuracy performance and effective modeling of complex data. As noted by 
Pan and Duraisamy (2018) and Thike et al. (2020), ANN can successfully capture 
the interactions of complex variables such as atmospheric conditions, solar radia-
tion angle, and cloud cover. This feature increases the potential to achieve effective 
results in solar energy forecasting [11, 12]. In a study conducted by Kalogirou et al. 
(2014), ANNs were employed for predicting the performance of large solar energy 
systems. The research aimed to estimate the expected daily energy production and 
the temperature level the storage tank could reach by the end of the daily operation 
cycle under typical conditions [13]. In a study conducted in 2023, various machine 
learning models used for solar photovoltaic (PV) power prediction were examined, 
and the success of these models was evaluated. Among these models, regression, arti-
ficial neural networks, support vector machines, and random forests were included. 
The effectiveness and accuracy of these algorithms in predictions based on variables 
such as solar irradiation and temperature were compared in the study. Notably, artifi-
cial neural networks achieved higher accuracy rates compared to other models [14]. 
Maduabuchi et al. conducted a study on electricity demand forecasting using daily 
actual load electricity data collected over 18 months from 709 randomly selected 
households in Ireland. In this study, ARIMA and ANN models were applied. The 
findings of the study show that ANN provides superior results compared to ARIMA 
for non-linear load data. These results are obtained by comparing the Mean Abso-
lute Percentage Error (MAPE) [15]. A different research focuses on finding the best 
surrogate performance prediction model for a solar photovoltaic-thermoelectric (PV-
TE) module with different semiconductor materials. In this analysis using various 
ANNs, the ANN architecture with two hidden layers and five neurons in each layer 
was found to be the most effective [16]. 

Recurrent neural networks (RNN) are a subset of ANN specialized for the 
modeling of sequential data. Long short-term memory (LSTM) and Gated Recur-
rent Units (GRU) are modified RNN models that have wide applications for both 
academic and business purposes such as sequence modeling tasks of speech recogni-
tion, natural language processing, classification as well as univariate and multivariate 
forecasting of time series. An input gate, output gate, self-loop, and forget gate have 
been included in the classical single-layer RNN cell through its evolution to the 
LSTM. GRU is a more recent and simplified RNN relative to the LSTM where gates 
are reduced to two as reset gate and update gate in order to alleviate the burdensome 
computations, especially for large data sets [17, 18]. 

In the realm of artificial neural networks, it has been observed that pre-processing 
parameters prior to the prediction process can significantly enhance the model’s 
performance. This observation is critical as data characteristics often remain hidden 
from forecasters; consequently, the integration of various forecasting models yields 
more accurate results than singular forecasting methods [19]. The application of 
discrete wavelet transforms (DWT) for data preparation is widely recognized. 
Furthermore, the amalgamation of DWT with ANN in a hybrid modeling approach 
effectively segments data into time and frequency components, thereby augmenting
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both the preparation and feature extraction phases [20]. This methodology substan-
tially enhances the understanding and accuracy of the predictions. In another vein, a 
study explored solar radiation prediction using diverse backpropagation algorithms 
and meteorological data, revealing that ANN models, particularly those trained with 
the Bayesian Regularization algorithm, outperformed alternative models in predictive 
efficacy [21]. A new study focuses on solar energy forecasting for large-scale renew-
able energy facilities, emphasizing the importance of adapting to changing weather 
conditions. To improve the accuracy of solar power generation forecasting, the study 
proposes a hybrid model that combines machine learning and statistical techniques, 
showing that this hybrid model outperforms traditional machine learning models 
in performance and cost-effectiveness [22]. As of 2023, a study was conducted to 
improve solar energy forecasting in Iraq’s Wasit and Dhi Qar regions, comparing three 
different methods. Wavelet Artificial Neural Network (WANN) and Wavelet Support 
Vector Machine (WSVM) techniques produced similar results, with WANN outper-
forming WSVM. On the other hand, the Adaptive Neuro-Fuzzy Inference System 
(ANFIS) technique was reported to perform worse than the other two methods [23]. 

The analysis of solar power plant (SPPs) projects requires measuring meteoro-
logical parameters in the areas where the plants are planned to be installed. In this 
study, meteorological parameters obtained from the large-scale climate meteorology 
station owned by the General Directorate of Meteorology (MGM) in Antalya city 
center were evaluated. The average global solar irradiance intensities for each month 
were considered for 2020–2022. 

We address the gap in science that a limited body of research dedicated to the 
estimation of solar energy potential in the research region and relatively recent deep 
learning models are not employed [24–28]. The primary objective of this study is to 
provide insights into the prospective development of solar energy potential as well 
as comparing the performance of statistical, machine learning, and deep learning 
forecast models with solar irradiance series. By scrutinizing historical meteorolog-
ical data and considering factors such as solar radiation, meteorological conditions, 
and geographical parameters, it becomes feasible to forecast how the potential for 
solar energy generation in the region may evolve. This analytical effort significantly 
contributes to the identification of areas characterized by substantial solar energy 
potential and streamlines the decision-making process regarding the establishment 
of solar power facilities in the region. Moreover, this study introduces a hybrid 
model rooted in deep learning to enhance the accuracy of solar radiation forecasts. 
The proposed hybrid model amalgamates ANN NARX and DWT as a pre-processing 
step preceding the forecasting process. MATLAB (Matrix Laboratory) and the C+ 
+ programming language were employed to implement these models. Additionally, 
the study compares innovative approaches, including LSTM, GRU, and SARMA, 
to other conventional methodologies employed in estimating solar potential. This 
holistic approach aims to yield a more dependable and precise model for solar 
radiation forecasting.
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2 Study Area, Data and Methodology 

The broad effects of climate change on solar irradiance and solar energy potential in 
Turkey’s Mediterranean region are the focus of this pilot project. The region selected 
as the study area is shown below. This section then discusses the technique and 
literature review. 

2.1 Study Area 

Antalya province is located in the southwest of Anatolia, between 29° 20′–32° 35′
east longitudes and 36° 07’ - 37° 2’ north latitudes. It covers an area of 20,723 square 
kilometers, which accounts for about 2.6% of Turkey’s total area. The Taurus Moun-
tains form the inland borders of the province. It is bordered by the Mediterranean 
Sea to the south, Mersin, Konya, and Karaman to the east, Isparta and Burdur to the 
north, and Muğla to the west. The coastal districts of the province include Merkez, 
Gazipaşa, Alanya, Manavgat, Serik, Kemer, Kumluca, Finike, Kale, and Kaş. The  
elevation ranges from 5 to 44 m mean sea level. 

The highland districts include Gündoğmuş, Akseki, İbradı, Korkuteli, and Elmalı. 
These districts have an elevation of 900 to 1000 m mean sea level. They are all located 
in the western part of the Mediterranean Region, between the Antalya Gulf and the 
Western Taurus Mountains, Fig. 1 Antalya is the fifth largest province in Turkey in 
terms of population and land area. As of the end of 2022, the province’s population is 
2,688,004. It is known as the “capital of tourism” in Turkey. The number of tourists 
increases significantly, especially during the summer months. The province has a 
land area of 20,177 square kilometers, with a population density of 130 people per 
square kilometer. The most populous district is Kepez with a population of 591,895 
as of 2021. The district with the highest population density is Muratpaşa with 5,429 
people per square kilometer. Antalya has 19 districts and municipalities, with a total 
of 914 neighborhoods.

Approximately 77.8% of the province’s terrain consists of mountains, 10.2% 
is plain, and 12% is characterized by rugged terrain. Many peaks of the Taurus 
Mountains, which cover three-quarters of the province’s area, exceed elevations 
of 2500–3000 m. The western Teke region is characterized by vast plateaus and 
basins. In this area, which is mostly composed of limestone, karst formations such as 
caves, sinkholes, springs, dolines, and larger depressions called poljes, formed by the 
dissolution of limestone, are widespread. The topographical variation of the province 
creates different environments in terms of climate, agriculture, demographics, and 
settlements. These distinct areas are defined as the coastal and highland regions. 

Antalya province generally has a Mediterranean climate. It is classified as a “Tem-
perate Sea and Warm Sea Climate Class,” characterized by hot and dry summers and 
mild and rainy winters. In the more inland areas, a “Cold Semi-Continental Climate” 
type is observed. The average temperature in summer ranges from 28 to 36 degrees
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Fig. 1 Map of the research region

Celsius. During midday, the thermometer can rise above 40 degrees Celsius. In 
January, the temperature averages between 10 and 20 degrees Celsius. Snow is rare 
in the coastal areas, and frost occurs infrequently, not every winter. The average 
relative humidity in the province is around 64%. 

The coastal region of Antalya experiences long and hot summers, while winters 
are relatively mild. Rainfall, which is almost absent during summers, occurs mostly 
in the winter months and occasionally in the early and late autumn as showers. Only 
about 40–50 days of the year are cloudy and rainy. Antalya enjoys an average of 300 
sunny days per year, with an annual average temperature of 18.7 degrees Celsius, 
making it one of the few regions open to tourism year-round. The sea can be enjoyed 
for nine months of the year. 

The highest recorded daily rainfall in Antalya was 232.8 kg/m2, the fastest wind 
speed was 155.5 km/h, and the highest snow depth measured was 5.0 cm. 

In this study, hourly solar irradiance (cal/cm2) between the years 1 st. January, 
2020 and 31st. December, 2022 recorded in Antalya Meteorological Observatory 
was analysed. 18,565 hourly measurements of solar irradiance were evaluated with 
deep machine learning techniques.
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2.2 Nonlinear Autoregressive Neural Network (NAR, NARX) 

Artificial intelligence (AI) refers to a technology that aims to equip computer systems 
with human-like qualities, including intellectual capabilities, reasoning abilities, and 
the capacity to draw inferences from past experiences. Within the realm of AI, ANNs 
employ a network architecture comprising synthetic neurons, designed to mimic 
the structure of biological neural networks. These neurons, akin to their biological 
counterparts, are interconnected and utilize mathematical operations to process and 
model data. ANNs often serve as a foundational framework for deep learning models 
[29]. 

Artificial neural networks have been observed to be effective in various domains, 
including prediction, modeling, and classification, as commonly observed in the 
literature [30, 31]. Artificial neural networks are equipped with specialized network 
designs for time series data prediction. The nonlinear autoregressive neural network 
(NAR) and the nonlinear autoregressive neural network with exogenous inputs 
(NARX) are examples of these architectures. Numerous academic studies have regu-
larly come across the NARX technique in artificial neural networks, indicating its 
successful use in simulating chaotic data [32, 33]. Additionally, NARX networks, a 
feedback-based artificial neural network model capable of accurate time series data 
prediction, demonstrate higher learning capabilities in terms of speed and efficacy 
when compared to traditional feedback network architectures [34]. 

2.3 LSTM and GRU 

The recurrent neural network (RNN) works with a reverse logic compared with a 
feedforward neural network, while output contributes to its own input. A Long short-
term memory neural network is a typical type of RNN and in general it is superior to 
the conventional RNN. A traditional RNN uses information from far back and loses 
this information quickly. RNN is improved by including more relevant information 
to its memory and excluding the rest. From this point of view, LSTM is better than its 
previous generations [17]. LSTM is founded by Hochreiter and Schmidhuber in order 
to improve the computational mechanism of long sequence models [18, 35]. Gated 
Recurrent Unit (GRU) is a more recent RNN model, where the number of gates are 
reduced to two for alleviating burdensome computations [17]. Besides their common 
applications of language processing, and speech recognition; LSTM and GRU have 
time series forecasting and classification abilities. 

Sequence to sequence LSTM and GRU networks start with an input layer where 
the predicted variable is included to forecast itself. Multiple inputs are also possible 
in this layer. The input layer is followed by LSTM of GRU layers with a number of 
hidden units which is a factor determining the sophistication of the model. Then a 
dropout layer can be employed with a given probability to alleviate overfitting risk. It 
is possible to employ a fully connected layer before and/or after the dropout layer. The
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fully connected layer can be followed by a regression layer for time series forecasting. 
Softmax and classification layers are used for classification considerations [17, 18]. 

2.4 Discrete Wavelet Transforms 

In 1909, Alfred Haar used the term “wavelet” for the first time. Since then, the 
wavelet transform has advanced significantly thanks to the contributions of several 
illustrious academics, including Daubechies, Coifman, and Wickerhauser. In the 
discipline of signal processing, the wavelet transform is widely acknowledged as 
a common preprocessing method. The DWT is a mathematical operation used as 
a method to analyze data by decomposing it into smaller components in both the 
time and frequency domains. This method involves splitting a signal into smaller 
constituents and analyzing the temporal variations of chaotic data. By applying this 
process in multiple stages within the time-frequency domain, we can identify the 
underlying subcomponents that contribute to the primary modes of variability in the 
time series and understand their evolution over time. This transformation provides 
a means to represent the original data set in a format that enhances interpretability 
and comprehension. The discrete wavelet transform generates two complementary 
signals, namely the approximation (A) and detail (D) components, from the original 
signal denoted by the symbol S. The resulting coefficients can be examined at various 
frequency and resolution ranges. In the decomposition process, the approximation 
component encapsulates the overall properties of the original signal in a condensed 
form, while the detail component aids in identifying time series with rapid changes 
at high frequencies. 

Widely used in many academic fields, particularly in the fields of signal 
processing, image processing, and data compression, is the DWT. It has several uses in 
tasks including improving data feature interpretation, lowering noise, compressing 
data, and stressing important information. In these disciplines, the DWT can be 
applied in a variety of ways [36, 37]. 

2.5 ARIMA 

The ARIMA model combines the auto-regressive component with a finite moving 
average process while employing a differencing process if the data contains a trend. 
Auto-correlation and unit root tests can answer whether the trend exists in the series 
[38]. Auto-regressive component (AR) consists of lagged series of the predicted vari-
able as explanatory variables in the model while transforming the serial-correlation 
problem to an asset for the model. Error series and its lagged versions are used 
in the moving average component which has similar properties to the exponential 
smoothing models but its model complexity is higher. When the differencing is 
applied to the ARMA models, it is called the ARIMA model [39, 40].
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2.6 Model Fit Measures 

The sum of squares-based error measures of the sum of squares (SSE), mean square 
error (MSE), and root mean square error (RMSE) are used in all regression-based 
models for both model fitting and comparing forecast models. RMSE is preferable 
for the latter purpose because it is on the same level as the actual observation after 
the square root operation is applied. Mean absolute percentage error (MAPE) is used 
to compare different forecast models even with different data sets while it measures 
the absolute error relative to the predicted variable. Mean percentage error (MPE) 
is used to determine whether the model underestimates or overestimates the level 
of the predicted variable. Significantly positive MPE values indicate that the fore-
cast is lower than the actual observation in general and vice versa. R-Square shows 
the percentage of explained variance relative to the total variance in the predicted 
variable. 

3 Results 

In this study, a data set comprising 26,280 hourly measurements of solar irradiance 
between the years 2020 and 2022 was utilized where 2020–2021 period is selected 
for training, 2022 is selected as the test period and future forecasting is done for 
2023. The absence of any missing values in the data set serves as an indication of the 
reliability of the data. LSTM, GRU, SARMA and NAR models are used as singular 
forecast models. In order to enhance the prediction performance, a hybrid model 
was developed, where the data underwent preprocessing using the wavelet trans-
form method. The preprocessed data was then reanalyzed using the NARX-Wavelet 
methods. The best model was determined based on fixed R2 values. While 60% of 
the data set was used for training, the remaining 40% were allocated for valida-
tion and testing purposes. The number of neurons in the hidden layer was adjusted 
according to the network’s performance. The optimal performance in both models 
was achieved when the hidden layer had 3 neurons. All error measures indicated that 
the SARMA (1,0,8) (1,1,1) models outperformed all other alternatives. The results 
section provides an overview of the accuracy of predictions made by both models. 

In the study, various artificial intelligence methods were employed to predict 
solar irradiance, and one of these methods was the ANN NARX approach. The 
performance of the network was evaluated by comparing the R test results. The study 
found that the best R performances were 0.95 for training, 0.96 for validation, and 
0.95 for test values. The analysis results, including graphical prediction outcomes, 
were presented in Fig. 2.

2020, 2021, and 2022 average annual solar irradiance were determined as 24.3 cal/ 
cm2, 24.5 cal/cm2, and 24.8 cal/cm2, respectively. It shows, slightly an increasing 
trend. According to the results obtained using the NARX-Wavelet method, the 
average for 2023 is predicted to be 24.8 cal/cm2. The results of the NAR model
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Fig. 2 Temporal solar irradiance variation of ANN model between 2020 and 2023 in Antalya

suggest that no significant change in solar irradiance is expected for the Antalya 
region in 2023 compared to 2022. 

In this study, hybrid approaches are proposed to improve the prediction results of 
solar irradiance variations. The hybrid method is developed using wavelet transform 
and NARX. Initially, the solar irradiance data are subjected to wavelet analysis and 
decomposed into sub-components. The d4 wavelet, known for producing effective 
results in the literature, is utilized to partition the data into three levels. The study 
identifies the influence of large and medium-scale events in the Antalya region on 
solar irradiance variations. Consequently, the newly obtained data through wavelet 
transform are introduced to the network as input data along with the ANN data. 

In the study, it was observed that the hybrid model developed using the wavelet 
transform method slightly improved the prediction performance compared to the 
model developed solely using ANN. In the hybrid study, R values of 0.96 for training, 
0.96 for validation, and 0.96 for test data were obtained. Based on the hybrid model, 
the solar irradiance prediction for the year 2023 was determined as 24.7 ca/cal2. The 
results suggest a slight decrease in the average solar irradiance in 2023 compared to 
2022. Fig. 3 presents the graphical and prediction outcomes obtained based on the 
analysis results. 

Forecast accuracy measures for LSTM, GRU, NAR, NARX-Wavelet and SARMA 
models are presented below for the training period (2020-2021) of the data set (See

Fig. 3 Temporal solar irradiance variation of WANN model between 2020 and 2023 in Antalya 
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Table 1 Model fit statistics 
for training period 
(2020–2021) 

Error measure LSTM GRU SARMA 

SSE 1,879,860 2,107,518 858,575 

MSE 72 80 33 

RMSE 8.5 9 5.7 

R2 0.89 0.88 0.95 

Fig. 4 Actual solar radiation, LSTM, GRU and SARMA forecasts for training period (2020–2021) 

Table 1). SARMA model covered the data pattern better than other models which 
shows the advantage of using seasonal component for the seasonal data series. 

LSTM, GRU and SARMA forecasts for the training period (2020–2021) and test 
period (2022) are presented at Figs. 4 and 5 respectively. All models successfully 
covered the seasonal pattern.

Table 2 presents the error measures for the test period of the data. SARMA 
model produced best predictions, while NAR and Wavelet-NARX models produced 
better results than deep learning models. Percentage based error measures cannot be 
calculated here because solar radiation has zero values at nights.

4 Discussion 

The aim of this study is to perform hourly solar irradiance prediction and test 
the performance of hybrid forecasting models. The developed hybrid methods are 
utilized to assess their suitability for solar irradiance prediction and to evaluate 
whether they enhance prediction accuracy. The results have shown that the NARX-
Wavelet model improved the learning performance only compared to the NAR model. 
An R- square value of 0.96 was obtained for the test data, whereas this value was
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Fig. 5 Actual solar radiation, LSTM, GRU and SARMA forecasts for test period (2022)

Table 2 Model fit statistics for test period (2022) 

Error measure LSTM GRU SARMA NAR Wavelet NARX 

SSE 604,580 673,810 199,992 364,044 357,024 

MSE 69 77 23 59 58 

RMSE 8.3 8.8 4.8 7.7 7.6 

R2 0.9 0.88 0.97 0.92 0.92

0.95 for the NAR model. This resulted in a 1% increase in prediction accuracy when 
using the hybrid model. Based on the results obtained from the NARX-Wavelet 
model, it is projected that the solar irradiance intensity for the Antalya region will 
decrease by 0.4% in 2023 compared to the year 2022. Compared with the machine 
learning and deep learning models, the SARMA model produced better results for 
solar radiation. Considering the seasonal impacts such as zero values at night, daily 
and seasonal cycles; the statistical ARIMA model with seasonal components covered 
the data pattern better than neural networks. By understanding the future potential of 
solar energy in the region, policymakers, energy companies, and investors can make 
informed decisions regarding the development of solar power projects, leading to a 
more sustainable and environmentally friendly energy landscape. 

5 Conclusion 

In conclusion, this study represents a significant advance in predicting solar energy 
potential in the Antalya region through machine learning and deep learning models. 
A comparative performance evaluation was conducted among various models,
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including NAR, LSTM, GRU, NARX-Wavelet and SARMA. Notably, the use of 
DWT for data preprocessing distinctly enhanced the performance of these models, 
indicating its potential as a critical tool in future solar energy forecasting research. 

In terms of future research, several targets are planned to be explored: i) incorpo-
rating more comprehensive meteorological and geographical data to refine model 
accuracy; ii) adapting the models for application in diverse geographic regions, 
thereby increasing their utility and relevance; iii) Continual development of more 
robust and efficient machine learning and deep learning algorithms, tailored explicitly 
for solar energy prediction, could offer further improvements in the field. 
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Total Electron Content and Wavelet 
Transformation Analysis: Understanding 
the Role of Modelling 

Selcuk Doven and Zafer Aslan 

Abstract Solar winds, geomagnetic storms cause significant disturbances in the 
upper layers of the upper atmosphere. These disturbances have adverse effects on 
radio waves and satellite communications. It plays an important role on the total 
electron emission by the great storm. The effects of solar winds can be observed even 
after geomagnetic activity has ceased. It takes a long time to affect the components of 
the ionosphere. In electron density measurement, when negative ionospheric storms 
are observed, the storm causes oxygen/Nitrogen depletion, triggering atmospheric 
disturbances. In this study, the effect of TEC (Total Electron Content) change in 
the ionosphere on the city of Ankara in Turkey was tried to be determined. It is 
concerned with the analysis and modeling of the temporal variation of the daily 
TEC in the ionosphere for the study region. Typically, TEC data is examined to 
observe and interpret the daily changes in data through graphical representation. 
However, in this study, it is not just about observation and interpretation; a predictive 
study is conducted on the data using the Wavelet analysis method and machine 
learning algorithms. Additionally, in the literature review conducted, no such study 
was found for the city of Ankara in the year 2017. In this regard, this study holds 
the distinction of being the first of its kind with the dataset specific to Ankara. The 
temporal variation of TEC data for the period January 1–December 31, 2017, has been 
examined and modeled. 60% of the one-year daily data was used for training, 20% for 
evaluation and 20% for testing. In the first part of the study, firstly, predictions were 
made with machine learning algorithms. In the second part of the study, wavelet 
transforms and large, medium and small-scale changes in TEC and precipitation 
data were examined. TEC data are modeled with support vector machine called
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linear regression, decision trees and machine learning based prediction methods. 
As a result, it has been determined that different algorithms show different success 
rates in the same geographical region. It has been determined that the structure of 
the datasets has a significant effect on the success rate of the algorithms. RMSE 
shows better modeling (0.02 rmse rate) for Linear Support Vector Machine (LSVM) 
modeling. 

Keywords Total electron concentration ·Machine learning · Support vector 
machines · Decision trees · LSVM 

MSC Code 42C40 

1 Introduction 

In the present era, the utilization of data mining and machine learning spans across 
diverse domains, encompassing healthcare, telecommunications, education, and 
security. Among these domains lies the realm of TEC. The conducted studies aimed 
at estimating TEC play a crucial role in ensuring the seamless operation of our daily 
routines, particularly in satellite-based communications. 

TEC is important in the following areas: 

Satellite Communication: Satellite-based communication systems transmit signals 
through the ionosphere, (Fig. 1). TEC provides a crucial indicator of how these signals 
are affected in communication channels. TEC estimations can be used to prevent 
communication disruptions and improve the performance of satellite communication 
systems [1].

Satellite Navigation: Satellite-based navigation systems perform important func-
tions such as local positioning and time synchronization. TEC indicates the impact of 
the ionosphere on the journey of satellite signals, (Fig. 2). Therefore, TEC estimations 
are used to enhance the accuracy of satellite navigation systems [2].

Space Weather: Space weather events, caused by factors like solar activity, affect 
the electron density in the ionosphere. TEC is an essential parameter used to monitor 
and forecast such events. For instance, space weather events like solar storms and 
magnetic storms can impact satellite systems. TEC estimations are crucial to predict 
the effects of such events and manage satellite operations [3]. 

Rainfall Forecasting: TEC can be used as an indicator of atmospheric conditions 
and plays a role in rainfall prediction. TEC data is incorporated into rainfall prediction 
models to obtain more accurate and reliable forecasts. This is important in various 
areas such as water resource management, agricultural planning, and flood prevention 
[4]. 

These reasons contribute to the increasing importance of TEC. Accurately esti-
mating and analyzing the TEC parameter is crucial to enhance the performance of
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Fig. 1 Layers of the ionosphere

Fig. 2 Radio channels

satellite-based systems, monitor space weather events, and obtain accurate rainfall 
predictions. 

This work differs from other studies on processing satellite and radio signals in 
several aspects. First of all, in this study, the changes in the ionosphere of TEC data 
were not made by interpreting daily data only on a graph, as is usually done in TEC 
studies. For this study, predictions were made with machine learning algorithms. 
Then, in order to increase this prediction success, the data was processed with the 
Wavelet signal processing method in the MATLAB program and the success rate
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was increased. Hybrid method was used. As far as we researched in the literature, no 
other study was found for the city of Ankara in 2017. Therefore, an important area 
was chosen as the study area. 

Other studies are listed below: 

Ansari et al. in their study, accurate modeling of ionospheric total electron content 
(TEC) using singular spectrum analysis (SSA) was conducted on GPS-derived TEC 
data from the Nepal region during the low solar activity year of 2017. The diurnal plots 
revealed the semi-annual variability of TEC, with higher magnitudes during equinoc-
tial seasons and lower values during solstice seasons. The analysis, including prin-
cipal component analysis (PCA) and correlation coefficients, demonstrated that SSA 
can be a successful tool for forecasting TEC series in the region, with comparisons 
to empirical global ionospheric maps (GIMs) and IRI-Plas 2017 models supporting 
its suitability for more precise TEC forecasting [5]. 

Kiruthiga et al.’s study was to predict TEC and range error using low-latitude 
GPS data during solar flare events that occurred between January and April 2022. 
Various prediction models were developed and implemented to estimate TEC and 
range error during the specified time period. These models utilized low-latitude GPS 
data, which is particularly relevant for regions near the equator. The results of the 
study indicated that the developed prediction models were effective in estimating 
TEC and range error during solar flare events. This suggests that the models can be 
utilized to improve the accuracy of GPS-based positioning systems, particularly in 
low-latitude regions [6]. 

Sharma et al.’s study was to utilize GPS-derived TEC data collected from various 
stations in the Saudi Arabian region and analyzed the variations in TEC in relation 
to solar indices such as F10.7 and sunspot number. They investigated how these 
solar indices influenced the ionospheric TEC over the region. The results of the 
study indicated a strong correlation between TEC variability and solar indices. It 
was observed that higher values of solar indices were associated with increased TEC 
values, suggesting a direct influence of solar activity on ionospheric TEC [7]. 

Tang et al.’s study was to compare three methods, namely ARIMA, LSTM, and 
Seq2Seq, for predicting storm-time ionospheric TEC. Using TEC data collected 
during storm events, the models were trained and tested. The results revealed that 
both LSTM models outperformed the ARIMA model in accurately forecasting storm-
time ionospheric TEC. This suggests that LSTM model can be an effective tool for 
predicting ionospheric behavior during storm events [8]. 

Shi et al.’s study was to investigate on ionospheric TEC prediction maps over 
China using the Bidirectional Long Short-Term Memory (BiLSTM) method. The 
study aimed to develop accurate TEC prediction models for China’s ionosphere. 
The researchers collected TEC data from multiple GPS stations across China and 
trained the BiLSTM model to predict TEC values. The model utilized a bidirectional 
approach to capture both past and future dependencies in the TEC time series. The 
results of the study demonstrated that the BiLSTM method achieved high accuracy 
in predicting TEC values over China [9].
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Liu et al.’s study was to investigate the mapping of Arctic TEC using integrated 
observations from Low Earth Orbit (LEO)-based GNSS-R and ground-based GNSS 
systems. The study aimed to assess the feasibility of utilizing these integrated obser-
vations for TEC mapping in the Arctic region. The researchers simulated the GNSS-R 
observations from LEO satellites and combined them with ground-based GNSS data 
to generate TEC maps over the Arctic area. The integrated observations were used 
to capture the spatial and temporal variations of TEC in the region. The results of the 
study demonstrated the effectiveness of the integrated approach in mapping Arctic 
TEC. The generated TEC maps showed a high correlation with the true TEC values, 
indicating the potential of using integrated LEO-based GNSS-R and ground-based 
GNSS observations for accurate TEC mapping in challenging Arctic conditions [10]. 

Younas et al.’s study aimed to investigate the ionospheric and magnetic signatures 
of a space weather event that occurred from 25 to 29 August 2018, which involved a 
Coronal Mass Ejection (CME) and High-Speed Solar Wind Streams (HSSWs). The 
researchers aimed to analyze the impact of these space weather events on the iono-
sphere and the associated magnetic disturbances. The study utilized various observa-
tional data, including ionospheric parameters obtained from ionosondes and Global 
Navigation Satellite System (GNSS) receivers, as well as magnetometer measure-
ments. The data were analyzed to examine the changes in ionospheric parameters 
and magnetic field variations during the space weather event. The results of the 
study revealed significant disturbances in the ionosphere and magnetic field during 
the period of the CME and HSSWs. The ionospheric parameters exhibited vari-
ations, such as increased TEC and electron density irregularities. The magnetic 
field measurements indicated disturbances, including sudden commencement and 
geomagnetic storms [11]. 

Forootan et al. in their study, the aim was to improve the accuracy of TEC esti-
mation by combining observed data with existing models. By assimilating the TEC 
data into the models, the researchers were able to refine and update the models 
based on real-time measurements. The results showed that the assimilation approach 
improved the agreement between the merged TEC estimates and independent obser-
vations, demonstrating its effectiveness in enhancing the accuracy and reliability of 
TEC modeling and prediction [12]. 

2 Data and Study Area 

2.1 Dataset 

This study was carried out to cover the capital city of Ankara of Turkey. The dataset 
contains 365 rows of daily TEC records in 2017. The dataset consists of 2 columns 
of daily TEC data, historical data transformed with the Wavelet technique. 

Data obtained from the following link.

https://impc.dlr.de/helper-pages/search-results%3Ftx_kesearch_pi1%5Bsword%5D%3DTEC+%2C+data+archive


32 S. Doven and Z. Aslan

https://impc.dlr.de/helper-pages/search-results?tx_kesearch_pi1%5Bsword% 
5D=TEC+%2C+data+archive. 

TEC data is taken from Germany’s open source IMPC DLR (Ionosphere Moni-
toring and Prediction Center) site. These values are TEC values taken daily for 1 year 
from 01.01.2017 to 31.12.2017. 

2.2 Study Area 

Figure 3 shows the terrestrial and geographic and local specifications of the study 
area, Ankara. 

The latitude and longitude information is as follows (Table 1). 

3 Models and Algorithms 

3.1 TEC—Total Number of Electrons 

TEC refers to the quantity of free electrons per unit area within a range of up to 
1000 km above the Earth’s surface. Several factors influence the total number of elec-
trons, including geographical location, seasonal variations, local time differences, 
magnetic activities, and changes in extreme ultraviolet radiation [13].

Fig. 3 Shows the study area, Ankara on the Map 

Table 1 Geographic 
description of study area No Study area Latitude Longitude 

1 Ankara 39.925533° N 32.866287° E 

https://impc.dlr.de/helper-pages/search-results%3Ftx_kesearch_pi1%5Bsword%5D%3DTEC+%2C+data+archive
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The variation in the total number of electrons follows a specific pattern throughout 
the day, with the lowest values observed at midnight and the highest values at noon. 
Furthermore, there is a gradual increase in the total number of electrons from north 
to south [13]. 

TEC is the total number of electrons present along any path between the ground 
stations and GPS, with units of electrons per square meter, where 1016 electrons m−2 

= 1 TEC unit (TECU). According to Adewale et al. (2012), the VTEC is derived 
from slant TEC (STEC) by using the following equation [14]. 

VTEC = [STEC − (bR + bS)]/S (E) (1) 

3.2 Methods of Completing the Missing Data 

The Ankara TEC dataset is structured with two columns, where the first column 
represents the day information, and the second column displays the total electron 
count obtained from ionosphere observations. It is crucial to properly handle missing 
data, such as NaN (Not a Number) or unknown values, within databases. 

In MATLAB, the “fillmissing” function is commonly utilized to address missing 
data. There are six frequently used methods in MATLAB for filling missing entries 
[15]: 

1. “fillmissing (A, ‘previous’)”: This method fills the missing entries with the 
previous entry value. 

2. “fillmissing (A, movemethod, window)”: It employs a moving window, typi-
cally with average or median calculations, to fill the missing entries based on 
neighboring values within a specified window length. 

3. “fillmissing (A, fillfun, gapwindow)”: This method fills the gaps of missing 
entries using a custom function, specified by “fillfun,” and a fixed window 
surrounding each gap. The padding values are calculated within this window, 
utilizing the available sample data and missing data locations. 

These methods offer flexibility in handling missing data in MATLAB, allowing for 
effective data completion and analysis. Table 2 shows the empty and filled versions 
of missing data as an example.

3.3 Machine Learning 

Machine learning is a field of study that focuses on developing algorithms and models 
that enable computers to learn from data and make predictions or decisions without 
being explicitly programmed. It involves training a model on a given dataset, allowing 
the model to identify patterns and relationships within the data. The trained model 
can then be used to make predictions or classify new, unseen data [16]
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Table 2 Missing data from 
the file No Tec No Tec 

123 5,31 123 5,31 

124 5,74 124 5,74 

125 5,37 125 5,37 

126 6,18 126 6,18 

127 127 6,18 

128 128 6,18 

129 129 6,18 

130 8,18 130 8,18 

131 4,42 131 4,42 

132 5,03 132 5,03 

133 5,48 133 5,48 

134 4,83 134 4,83 

135 5,61 135 5,61 

136 7,03 136 7,03

Machine learning encompasses a wide range of fields and applications, including 
but not limited to: 

1. Pattern Recognition: Machine learning techniques are extensively used in 
pattern recognition tasks, such as image and speech recognition, handwriting 
recognition, and object detection [17]. 

2. Natural Language Processing: Machine learning plays a crucial role in natural 
language processing tasks, including language translation, sentiment analysis, 
text generation, and information retrieval [17, 18]. 

3. Data Mining: Machine learning algorithms are utilized for data mining tasks, 
where patterns, trends, and insights are extracted from large datasets, enabling 
organizations to make informed decisions and predictions [17]. 

4. Robotics and Control Systems: Machine learning is employed in robotics and 
control systems to enable robots and autonomous agents to learn from their 
environment, adapt to changing conditions, and make intelligent decisions [17]. 

5. Bioinformatics and Healthcare: Machine learning techniques are used in bioin-
formatics to analyze biological data, predict protein structures, and classify genes. 
In healthcare, machine learning is applied for disease diagnosis, drug discovery, 
and personalized medicine [17]. 

6. Financial Analysis: Machine learning algorithms are employed in financial 
markets for tasks such as stock market prediction, algorithmic trading, credit 
scoring, and fraud detection [17]. 

7. Recommender systems: machine learning is used in recommender systems to 
provide personalized recommendations for products, movies, music, and other 
items based on user preferences and behavior [17].
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“Machine Learning: A Probabilistic Perspective” by Kevin P. Murphy explores 
the advantages of machine learning. Here’s a concise summary [18]: 

1. Pattern Extraction: Machine learning algorithms excel at identifying patterns and 
extracting insights from complex datasets. 

2. Predictive Modeling: Machine learning enables accurate predictions and fore-
casts based on historical data and patterns. 

3. Automation and Efficiency: Machine learning automates tasks, processes large 
amounts of data quickly, and streamlines operations. 

4. Personalization: Machine learning allows for personalized experiences, tailored 
recommendations, and customized products or services. 

5. Adaptability: Machine learning models continuously learn from new data, 
adapting and improving over time. 

6. Complex Problem Solving: Machine learning tackles complex problems by 
processing vast amounts of data and making accurate decisions or predictions. 

These are the key advantages of machine learning discussed in Kevin P. Murphy’s 
book. It provides a comprehensive understanding of machine learning techniques 
and their applications. 

3.4 Linear Regression Algorithm 

Linear regression is a statistical method used to model the relationship between 
a dependent variable and one or more independent variables. It assumes a linear 
relationship between the variables and aims to find the best-fitting line that represents 
this relationship. The model is defined by an equation of the form y = mx + b, where 
y is the dependent variable, x is the independent variable, m is the slope, and b is the 
intercept [19]. 

The main objective of linear regression is to minimize the difference between the 
observed values and the predicted values by adjusting the values of the slope and 
intercept. This is typically done using the method of least squares, which finds the 
line that minimizes the sum of the squared residuals [19]. 

Linear regression has a wide range of applications in various fields, including 
economics, social sciences, and engineering. It is commonly used for predicting 
outcomes based on historical data, identifying the impact of independent variables 
on the dependent variable, and assessing the strength and direction of relationships 
[19]. 

Evaluation of a linear regression model involves assessing the goodness of fit and 
the predictive performance. Common evaluation metrics include the coefficient of 
determination (R-squared), which measures the proportion of the variance explained 
by the model, and error metrics such as root mean squared error (RMSE) and mean 
absolute error (MAE), which quantify the accuracy of the predictions. [19].
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3.5 Support Vector Machine Algorithm (SVM) 

SVM is a machine learning algorithm used for classification and regression tasks. 
It offers several advantages, such as its ability to handle high-dimensional data and 
its effectiveness in dealing with non-linear relationships through the use of kernel 
functions [20]. 

One of the main advantages of SVM is its ability to find a globally optimal 
solution by maximizing the margin between different classes. This leads to better 
generalization and robustness of the model. SVM can also handle datasets with 
a small number of samples, making it suitable for applications with limited data 
availability [20]. 

However, SVM has certain drawbacks as well. It can be computationally expen-
sive, especially when dealing with large datasets. Additionally, selecting the appro-
priate kernel function and tuning the hyperparameters of the model can be chal-
lenging and require expert knowledge. SVM may also struggle with datasets that 
have overlapping classes or noisy data [20]. 

In conclusion, the study highlights the advantages of SVM, such as its ability to 
handle high-dimensional data and non-linear relationships. However, it also points 
out the drawbacks, including the computational complexity and the need for careful 
selection of hyperparameters. Understanding these advantages and drawbacks can 
guide researchers and practitioners in effectively utilizing SVM for their specific 
applications [20]. 

3.6 Decision Tree Algorithm 

The Decision Tree algorithm is a machine learning method that utilizes the features in 
the dataset to construct a tree-like structure with decision nodes and branches, where 
each decision node contains a decision rule on a specific feature and can produce 
different outcomes, allowing for classification or regression by dividing the dataset 
into segments and leveraging the patterns within them, making it a popular choice 
for creating interpretable data analysis and prediction models [21]. 

3.7 Wavelet Method 

Wavelet analysis is a mathematical technique used in time-series analysis to analyze 
and decompose signals into different frequency components. It involves the use 
of wavelet functions, which are small wave-like functions with localized proper-
ties in both time and frequency domains. Wavelets provide a flexible and adaptive 
approach to capture transient features and changes in a signal over time. The anal-
ysis is performed by convolving the signal with different scales and positions of
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the wavelet function, resulting in a time-scale representation called a wavelet trans-
form. This allows for the identification of localized patterns and structures in the 
signal. Wavelet analysis has found applications in various fields, including signal 
processing, image compression, denoising, feature extraction, and time-series fore-
casting. It offers advantages over traditional Fourier analysis by providing better 
time–frequency localization and the ability to capture both high and low-frequency 
components simultaneously [22]. 

The main operations we can do with wavelet are as follows [23]. 
Signal Processing: Wavelet transformation is used to simultaneously analyze the 

time and frequency characteristics of signals. In the field of signal processing, 
wavelets can be used in various applications such as signal compression, noise 
reduction, and edge detection. 

Image Processing: Wavelet transformation is utilized to analyze images at different 
scales and orientations. In the field of image processing, wavelets find applications 
in tasks such as image compression, edge detection, noise removal, and feature 
extraction. 

Data Compression: Wavelet-based data compression methods are employed to 
compress data into a smaller size. Wavelet compression methods are commonly used 
for storing and transmitting large datasets, particularly in the domains of images and 
audio. Figure 4 shows the hybrid model architecture given below. 

Fig. 4 Hybrid modelling
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3.8 Wavelet Tool and Machine Learning Tool 

In this study, a package program was used to use Wavelet features. The R2019b 
version of the Matlab program, which offers extensive features for the Wavelet, was 
used [24]. 

Python version 3.0 was also used in this study for machine learning algorithms. 
The codes were developed by coding without any package program [25]. 

4 Results 

In this section, you can observe the results of the application for the city of Ankara. 
For this study area, an application was made with artificial neural networks, support 
vector machines, and decision tree-based estimation, which are machine learning 
algorithms. The r2, mse and rmse values of each application are listed. Then, the 
rain data was transformed with Wavelet as d1, d2, d3. With this transformed wavelet 
data, machine learning algorithms work as a hybrid model to increase the success 
ratio. The operating architecture illustrated in Fig. 5 provides a visual representation 
of this example. 

Figure 5 shows daily variation of TEC data in Ankara Higher waves have been 
received in February, April, June, July, October, November and December. 

Figure 6 shows 1D wavelet analyses of TEC (daily total electron concentration) 
in Ankara in 2017. s, a3, d3, d2 and d1 show original signal, approximation and 
details (at large, meso and small scales). Winter and at the begininng of spring and 
autumn, TEC values show some increasing trend. In the middle term of summer, the 
role of large scale factors decreases, but the impact of local and meso scale events

Fig. 5 Daily variation of TEC Data, 2017, Ankara 
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Fig. 6 1D wavelet, TEC Data, Ankara (Level 3) 

Fig. 7 Best result with wavelet D3 decision tree

increases. During whole period, d1, d2 and d3 all scale factors and their impact on 
daily variation of TEC are important. Figure 7 shows the best result with wavelet d3 
decision tree algoritm. 
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Table 3 Comparison of hybrid model results for Ankara 

Machine learning algorithm Linear regression Decision tree Support vector machine 

r2 1.00 0.98 1.00 

mse 9.209 0.015 0.000 

rmse 3.030 0.012 0.023 

Machine learning algorithm D1 Linear regression Decision tree Support vector machine 

r2 0.25 −0.08 −0.01 

mse 0.857 0.289 0.271 

rmse 0.734 0.537 0.520 

Machine learning algorithm D2 Linear regression Decision tree Support vector machine 

r2 0.00 −0.06 −0.06 

mse 0.172 0.182 0.174 

rmse 0.414 0.427 0.418 

Machine learning algorithm D3 Linear regression Decision tree Support vector machine 

r2 1.00 0.99 1.00 

mse 8.567 0.001 0.000 

rmse 2.927 0.039 0.021 

Table 3 shows comparison of model results for estimating daily variation of TEC. 
Result of the Support Vector Machine shows better and much reliable results with 
rmse = 0.021. 

5 Conclusions 

This study was carried out for several purposes. First of all, it was desired to determine 
whether there is a relationship between TEC-historical data. It is aimed to predict 
if there is a relationship and to increase the accuracy by using the prediction rate as 
a mixture of Wavelet and machine learning algorithms. Finally, it has been tried to 
determine whether there is a certain difference on the success rates of the algorithms 
for the same region. 

As a result of the study, it was determined that there is a linear relationship between 
the TEC data and the dates. This situation was determined by wavelet analysis. 

In the application part, it was determined that the prediction accuracy rate 
increased significantly in Ankara by using the Hybrid method with machine learning 
algorithms and then the Wavelet signal analysis method. But this has not happened 
to the same extent for every algorithm. 

As a result, it was observed that the linear regression algorithm did not show 
relation at all layers for this research. Decision tree and support vector machine 
algorithms were found to produce results close to each other in all layers. It was seen 
that both Decision tree and support vector machine algorithms produced the highest
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rmse success with D3 layer. It has been seen that the support vector machine algorithm 
at the D3 level has higher correlation and works with the least error prediction rate 
with 0.021 rmse ratio. 

When we examined the outputs of the application study, it was revealed that 
the algorithms did not show the same performance even though they worked with 
the same datasets for the same problem. With this result, it has been observed that 
different problems work with different accuracy rates by different algorithms and the 
success ratios of different algorithms significantly vary in the same problem. 

By considering the results of this paper, further studies can be done to increase 
the reliability of the results. First of all, performance situations can be observed by 
working with different machine learning algorithms for this study area. With the same 
method, this study is carried out for other cities, and the prediction success ratio and 
the performance of the algorithms are evaluated. As another study, the 2017 dataset 
obtained from this study can be expanded and a larger dataset can be analyzed by 
using long-term results. Finally, with the expansion of the dataset, the performance 
conditions can be compared by working with deep learning algorithms, which is an 
approach covered by the field of machine learning. 
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Friction Dominated Flow 
in Gas-Networks: Modeling, Simulation, 
Optimal Control, and Domain 
Decompositions 

Günter Leugering 

Abstract We consider modeling, optimization, and domain decomposition method 
for friction dominated flow of gas in a pipe network. The equations of motions 
are taken to be represented by a friction dominated model derived from the fully 
nonlinear isothermal Euler gas equations. This involves doubly nonlinear p-parabolic 
problems on a metric graph with .p = 3

2 . We provide example of non-overlapping 
domain decomposition in the spirit of P.L. Lions. 

Keywords Optimal control · Gas networks · p-Laplace problem on a graph ·
Optimality system · Domain decomposition 
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1 Introduction 

Engineering of flow problems in pipe networks or open canal systems have attracted 
a lot of attention recently. Such problems appear in the context of fresh water supply 
networks, drainage and sewer systems, as well as in gas transportation networks. 
In most applications, such infrastructures are highly complex and include several 
thousand links, i.e., pipes or canals. Moreover, beyond the demand for accurate 
prediction and simulation, optimal control of such systems is the common desire. 
The corresponding numerical realization easily reaches the practicability on cur-
rent computer systems. Moreover, real time constraints require quick responses. 
All this naturally leads to the desire for parallel domain decomposition methods 
(DDMs) for the simulation and control in this context. DDMs are, of course, well 
established. There are numerous textbooks available-cf. Quarteroni and Valli [ 40] 
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for an early contribution, Dolean et al. [ 10] for a more recent textbook—and the 
biannual proceedings of the http://www.DDM.org conferences can be seen as a 
regular update of the state of the art. The genuine motivation for parallel domain 
decomposition methods in space and time is the challenge of very large scale prob-
lems involving partial differential equations on complex domains being central in 
modern applications. Such methods for optimal control problems, and in particu-
lar the corresponding analysis in function spaces, are even less developed, but still, 
the scope would go far beyond the format of this article, see [ 23] for a reference, 
where the particular focus has been on problems on 2-d networked domains and 
1-d metric graphs. The material available in the literature becomes even further 
confined when looking for methods covering nonlinear systems. See the recent sur-
vey article by this author [ 29] for an overview. We also refer to [ 28], where the 
two-link transmission problem has been discussed and a forthcoming publication 
[ 27] which will contain the mathematical analysis of p-type problems on metric 
graphs. Due to space limitations, it is not possible and with respect to the survey 
character also of these notes not reasonable to include the material here. For spa-
tial domain decomposition of parabolic (i.e., .p = 2) optimal control problems, we 
refer to [ 18, 22, 37] and the references therein. As for time-domain decomposition, 
we refer to [ 12– 14, 17, 23, 34, 46]. See further [ 10] (and the recent update https:// 
hal.archives-ouvertes.fr/cel-01100932v6)). The plan of these notes is as follows. 
First of all, as an exemplary problem, the model of friction-dominated flow in pipes 
is derived from the classical Euler system in Sect. 1.1 followed by an account on 
the relevant literature. In Sect. 1.2, the concept of metric graphs together with—by 
now—standard notation is introduced. Even though maybe a bit cumbersome at the 
first reading it is necessary for the understanding and the appreciation of this class 
of problems. Section 2 provides the problem formulation (Sect. 2.1) for optimal con-
trol problems on metric graphs and in Sect. 2.2, a discretization with respect to the 
time is introduced. In the context of metric graphs, this results in optimal control 
problems for systems of ordinary differential equations of p-type on metric graphs. 
A further reduction is introduced in Sect. 2.3, where the rolling horizon method is 
applied in order to reduce the problem to a sequence of static p-type optimal control 
problems on the graph. Beginning with Sect. 4, domain decomposition algorithms are 
discussed, first at the level of the differential equations and then in Sect. 5 on optimal 
control problems. The article closes with conclusions and further developments in 
Sect. 6. 

Before proceeding further, a comment on the material presented is in order. The 
algorithms are presented at a continuous level and are, hence, more conceptual than 
numerical recipes. As far as p-type problems are concerned, the only convergence 
proof is available in the literature for the P.L. Lions method extended to two-link 
problems in the context of mere simulation and optimal control [ 28]. This, however, 
will be extended to general graphs in [ 27]. The proofs are lengthy and rather technical 
and, hence, are not suitable to be given here. Nevertheless, as the survey is based at the 
continuous level, the known mathematical results are provided. Here, we prove for 
the first time a Gauß -Seidel type analogue for star-graphs using the Steklov-Poincaré 
map.
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1.1 Modeling of Gas Flow in a Single Pipe 

The Euler equations are given by a system of nonlinear hyperbolic partial differential 
equations (PDEs) which represent the motion of a compressible non-viscous fluid 
or a gas. They consist of the continuity equation, the balance of moments and the 
energy equation. The full set of equations is given by [ 7, 31, 32, 45]. Let . ρ denote 
the density, . v the velocity of the gas and . p the pressure. We further denote . g the 
gravitational constant,. λ the friction coefficient of the pipe,.D the diameter,. a the area 
of the cross section. The state variables of the system are. ρ and the flux.q = aρv. We  
also denote. c the the speed of sound, i.e., .c2 = ∂p

∂ρ
(for constant entropy). For natural 

gas we have .c = 340 m
sec . In particular, in the subsonic case (.|v| < c), the one which 

we consider in the sequel, two boundary conditions have to be imposed one on the 
left end and one at the right end of the pipe. We consider here the isothermal case 
only. Thus, for horizontal pipes 

.

a
∂ρ

∂t
+ ∂

∂x
q = 0

∂

∂t
q + ∂

∂x
(ap + aρv2) = − λ

2D
v |q| .

(1) 

We may introduce a scaling parameter. ε and the scaled time and velocity.t = τ
ε
, (we  

keep the notation . t) .w = v
ε
and the friction .γ = λ

2D . We also introduce the scaled 

enthalpy.hε = ε2

2 w2 + P ′(ρ)with a given potential function. P . Then the scaled Euler 
equations become 

.

a
∂ρ

∂t
+ ∂

∂x
(q) = 0

ε2
∂

∂t
q + ∂

∂x
(ap + aρε2v2) = −γ v |q| .

(2) 

In the particular case, where we have a constant speed of sound.c =
√

p
ρ
and letting 

.ε → 0, we arrive at 

.

a
∂p

∂t
+ ∂

∂x
q = 0

∂p2

∂x
= −γ q |q| .

(3) 

See [ 38] for details. We now set .y := p2 and obtain 

.q = − 1

γ

∂y
∂x√∣∣∣ ∂y
∂x

∣∣∣
.
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With .α := γ a
c we obtain 

.α
∂

∂t

y√|y| − ∂

∂x

∂y
∂x√∣∣∣ ∂y
∂x

∣∣∣
= 0. (4) 

We introduce the monotone function .β(s) := s√|s| . With this, (4) reads as 

.α
∂

∂t
β(y) − ∂

∂x
β(

∂y

∂x
) = 0. (5) 

It is also possible to write this down in the p-Laplace format: (4) reads as 

.α
∂

∂t

(|y|p−2y
) − ∂

∂x

(
| ∂y
∂x

|p−2 ∂y

∂x

)
= 0, (6) 

where .p = 3
2 . Equation (6) has come to be known as doubly nonlinear parabolic 

equation of p-Laplace type. See, e.g., [ 41] for an early contribution also in higher 
dimensions, [ 42], for a general exposition and [ 6] for a recent treatment. Notice 
that.p < 2 and that the system is, therefore, singular for. ∂

∂x y(x) = 0. For.p > 2 such 
equations exhibit instead degeneration. Equations similar to (5) have been considered 
in the literature, see, e.g., [ 3, 4]. In this contribution, we aim at a discussion of such 
equations together with optimal control problems on networks. A more recent study 
of doubly nonlinear parabolic equations in the context of friction dominated flow 
has been provided in [ 1]. Equations of the type (5) are known to exhibit positive 
solutions and satisfy a maximum principle. As a matter of fact, to the best knowledge 
of the author, there are no studies on optimal control of such systems on general 
graphs available from the literature besides [ 30]. We note that the doubly nonlinear 
parabolic problem associated with the friction-dominated flow on a network has 
been considered in the thesis [ 38, 44]. Optimal control problems for the p-Laplace 
operator have been studied since the 1980s, see, e.g., [ 8]. Moreover, in [ 47] an optimal 
control problem for the p-Laplace equation.p ≥ 2 has been recently considered. See 
also [ 9] for a problem of optimal control in the coefficient for the p-Laplace equation, 
again for .p ≥ 2. We note that non-overlapping domain decompositions for p-type 
problems have not been considered in the literature so far with the exception of [ 11], 
where, for .p ≥ 2, a similar problem without control has been considered, however, 
with a different updating rule that is more related to a Gauß-Seidel-type iteration 
based on a Peaceman-Rachford scheme and, hence, is not completely parallel. 

1.2 Network Modeling 

Let .G = (V, E) denote the graph of the gas network with vertices (nodes) . V =
{n1, n2, . . . , n|V |} = {n j | j ∈ J } and edges .E = {e1, e2, . . . , e|E |} = {ei |i ∈ I}. At
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a given node .n j , j ∈ J , we associate to incident each edge a direction. 

. di j =

⎧
⎪⎨
⎪⎩

− 1, if the the edge ei starts at node n j ,

+ 1, if the edges ei end at node n j ,

0, else.

For the isothermal Euler system, it is assumed that the enthalpy.hε
i is continous across 

the multiple joints. Thus, .hε
i (n j ) coincide for all .i ∈ I j := {i ∈ 1, . . . E |di j �= 0}. 

Therefore, the natural nodal conditions at multiple joints, the so-called Kichhoff 
condition, reads .

∑
i∈I j

di j hε
i (n j , t)) = 0. This expresses the physical requirement of 

the balance of the internal energy. We introduce the edge degree .d j := |I j |. Then, 
the scaled Euler-system on the graph is governed by 

. 

ai
∂ρi

∂t
+ ∂

∂x
qi = 0, i ∈ I, x ∈ (0, 
i ), t ∈ (0, T )

ε2
∂

∂t
qi + ∂

∂x
(ai pi + ε2aiρiw

2
i ) = − λε

i
2Di

wi |qi | , i ∈ I, x ∈ (0, 
i ), t ∈ (0, T )

hε(n j , t) = hε(n j , t), ∀i, k ∈ I j , j ∈ J M , t ∈ (0, T )
∑

i∈I j

di j h
ε(n j , t)) = 0, j ∈ J M , t ∈ (0, T )

hε(n j , t) = gi (t), i ∈ I j , j ∈ J S
D, t ∈ (0, T )

ρi (x, 0) = ρi,0(x), qi (x, 0) = qi0(x), x ∈ (0, 
i ).
(7) 

In the asymptotic limit, we observe the continuity conditions of the density (hence 
the pressure and, consequently . y) read as follows: 

.yi (n j , t) = yk(n j , t), ∀i, k ∈ I j , d j > 1, (8) 

while the nodal balance equation for the fluxes can be written as 

.

∑
i∈I j

di jβ(∂x yi (n j , t)) = 0, d j > 1. (9) 

We use the.d j in order to decompose the index set for nodes.J into.J = J M ∪ J S , 
where.J M = { j ∈ J |d j > 1} represents the multiple nodes and. J S = { j ∈ J |d j =
1} the simple nodes. According to Dirichlet or Neumann boundary conditions a the 
simple nodes, we further decompose .J S = J S

D ∪ J S
N . We summarize the equations 

as follows:
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. 

αi∂tβ(yi (x, t)) − ∂x (β(∂x yi (x, t))) = ui , i ∈ I, x ∈ (0, 
i ), t ∈ (0, T )

yi (n j , t) = yk(n j , t), ∀i, k ∈ I j , j ∈ J M , t ∈ (0, T )∑
i∈I j

di jβ(∂x yi (n j , t)) = 0, j ∈ J M , t ∈ (0, T )

yi (n j , t) = gi (t), i ∈ I j , j ∈ J S
D, t ∈ (0, T )

di jβ(∂x yi (n j , t)) = u j (t), i ∈ I j , j ∈ J S
N , t ∈ (0, T )

pi (x, 0) = pi,0(x), qi (x, 0) = qi0(x), x ∈ (0, 
i ),
(10) 

where the functions.ui , gi i ∈ I, .u j , j ∈ I j , j ∈ J S serve as distributed and bound-
ary controls, respectively. Notice that we have added inhomogeneities at the limiting 
on purpose. 

In order to illustrate the complexity of the networks involved, we take examples 
from the Gaslib library https://gaslib.zib.de/. This website includes data sets for sub-
networks of the German gas network that are actually used by the engineers in the 
German gas operations OGE https://oge.net/en. These two examples are already 
very complex, the first one containing 4197 pipes, including compressors, valves, 
and release element, while the second contains 582 such elements. The second set of 
figures extracts a simple model network consisting of 11 pipes, only. Nevertheless, 
this exemplary network is complex enough to serve as a benchmark for the purpose 
of mathematical research done in the DFG-funded consortium TRR154 https://www. 
trr154.fau.de/trr-154-en/ where continuous and integer optimization and control is 
investigated since 2014 in more than 20 projects. On the left, we display the network 
itself, while on the right, we also indicate the classification of pipes as transmission, 
compressor, valve- and release-type. In this article, we do not dwell on these control 
problems and the corresponding modeling issues. For the sake of simplicity and 
transparency, we use an even simpler network (with 6 nodes and 7 edges) for our 
experiments (Figs. 1 and 2). 

Fig. 1 Left figure: gaslib4197, right figure: gaslib 582

https://gaslib.zib.de/
https://gaslib.zib.de/
https://gaslib.zib.de/
https://gaslib.zib.de/
https://oge.net/en
https://oge.net/en
https://oge.net/en
https://oge.net/en
https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
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Fig. 2 Gaslib11: Left figure: plain network, right figure: with classified edges 

Example 1 We apply the boundary conditions for the density at vertex.v1 the bound-
ary function.h1(t) = .2sin(2π t

T )2 + 1 and at.v4 the input. h4(t) = .3sin(2π t
T )3 + 1

while the other vertices .v7, v10, v11 are kept at the value . 1. No boundary conditions 
are applied to the flux. This leads to an initial configuration where all densities are 
equal to . 1, while the mass flow is uniformly zero. We set .γ = .5, the diameters 
.a = 1 and also the lengths of the pipes equal to . 1. We first take .ε = 1 and then 
.ε = 0 for comparison. The numerical experiments are conducted using the codes 
by N. Philippi developed for her thesis [ 38], to which, in turn, we refer for further 
details. In particular, we do not dwell on the numerical realization, as this is not part 
of these notes. Suffice it to say that the scheme is based on a structure preserving 
mixed finite element method. The numerical results are shown in Figs. 3, 4, 5 and 
6. We display the density . ρ first with .ε = 1 in Fig. 4 and then with the asymptotic 
value .ε = 0 in Fig. 5. The evolution of the flux is displayed in Fig. 5 for .ε = 1 and 
in 1.6 for .ε = 0. Notice that the mass flow is not continuous at the joints but rather 
satisfies the balance law (Kirchhoff condition), while the specific energy is assumed 
to be continuous there. Therefore, also the density is not continuous across multiple 
joints for.ε = 1 but is for.ε = 0. We also remark that the mass flow can be computed 
from the density in case .ε = 0, as in this case the system of equations for . ρ (in fact 
. y) is decoupled. 

Fig. 3 Gaslib11:.ε = 1 density
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Fig. 4 Gaslib11:.ε = 0 density 

Fig. 5 Gaslib11:.ε = 1 mass flow 

Fig. 6 Gaslib11:.ε = 0 mass flow 

2 Optimal Control Problems 

2.1 Problem Formulation 

We are now in the position to formulate optimal control problems at the level of the 
networks. We first describe the general format for an optimal control problem. This 
involves a cost function that assigns to each admissible pair .(y, u) a ‘cost’ .I (y, u), 
which is represented on each individual edge by a contribution on the state and the 
controls. The cost is chosen to include a running cost and a final cost on the state 
only. The typical example, the one that we will use in what follows, is given by the 
tracking cost
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. Iy(y) :=
∑

i∈I

T∫

0


i∫

0

κi

2
|yi (x, t) − ydi (x, t)|2dxdt, IT (y(x, T )) :=

∑

i∈I


i∫

0

κi,T

2
|yi (x, T ) − yi,T |2dx

(11) 

for the state, while the norms of the controls are penalized as follows: 

.Iu(u) :=
∑
i∈I

νi,d

2

T∫

0


i∫

0

|ui (x, t)|2dxdt +
∑

j∈J S
N

νi,b

2

T∫

0

|u j (t)|2dt, (12) 

where.κi , κi,T ≥ 0, νi,d , νi,b ≥ 0 serve as penalty parameters. We pose the following 
optimal control problem for (10) 

. min
(y,u)

I (y, u) :=Iy(y) + IT (y(·, T )) + Iu(u)

s.t. (13) 

(y, u) satisfies (1.10). 

Remark 2.1 1. We notice that the parameters .κi for the running cost and .κi,T for 
the cost of the final value as well as.νi,d , νi,b for the distributed and boundary con-
trols, respectively, can be chosen individually on each edge or at the controlled 
Neumann nodes. 

2. Typically, problem (13) is complemented by box-constraints on the control and 
state variables, which we ignore here for the sake of simplicity. We remark, 
however, that box-constraints for the controls can be handled in a standard way 
using variational inequalities, even in the context of the domain decomposition 
techniques to be discussed below. See, e.g., [ 26]. 

Problem (13) is a prototypical example of optimal control problems for systems of 
fully nonlinear parabolic equations on metric graphs. The corresponding optimality 
system for (10) and (13) reads 

. 

αi ∂tβ(yi (x, t)) − ∂x
(
β(∂x yi (x, t))

) = 1

νi,d
pi (x, t),

αiβ
′(yi (x, t))∂t pi (x, t) + ∂x

(
β′(∂x yi (x, t))∂x pi (x, t)

) = κi (yi − ydi ), i ∈ I, x ∈ (0, 
i ), t ∈ (0, T ),

yi (n j , t) = yk (n j , t), pi (n j , t) = pk (n j , t), ∀i, k ∈ I j , j ∈ J M , t ∈ (0, T ),
∑

i∈I j

di jβ(∂x yi (n j , t)) = 0,
∑

i∈I j

di jβ
′(∂x yi (n j , t))∂x pi (n j , t) = 0, j ∈ J M , t ∈ (0, T ),

yi (n j , t) = 0, pi (n j , t) = 0, i ∈ I j , j ∈ J S
D , t ∈ (0, T ),

di jβ(∂x yi (n j , t)) = 1

νi,b
p j (n j , t), di jβ

′(∂x yi (n j , t))∂x pi (n j , t) = 0, i ∈ I j , j ∈ J S
N , t ∈ (0, T ),

yi (x, 0) = yi,0(x), pi (x, T ) = −κi,T (yi (x, T ) − ydiT (x)), x ∈ (0, 
i ),

(14) 

where we used the common notation. p for the adjoint state which, in this case, does 
not cause any conflicting notation.
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As in these notes, the emphasis is more on the algorithms, we do not dwell on the 
mathematical analysis at the fully continuous level in space and time with respect to 
DDMs and instead resort to time- and finally space discretization, while keeping the 
first-optimize-then-discretize concept in mind. 

2.2 Time Discretization 

In order to demonstrate to which kind of system the original optimal control problem 
is transformed under discretization, we consider a time discretization such that. [0, T ]
is decomposed into break points .t0 = 0 < t1 < · · · < tN = T with widths . �tn :=
tn+1 − tn, n = 0, . . . , N − 1 (we use .N + 1 as the number of break points which 
is not related to .N as indicating Neumann conditions). Accordingly, we denote 
.yi (x, tn) := yi,n(x), n = 0, . . . , N and similarly for the controls. We consider an 
implicit Euler scheme and a standard quadrature rule for the time integrals represented 
by weights .ωn . We introduce the semi-discrete cost functions 

. I�t
y (yi ) :=

∑

i∈I

N−1∑
n=1

ωn


i∫

0

κi

2
|yi,n − ydi,n |2dx, IN (yi,N ) :=

∑

i∈I


i∫

0

κi,T

2
|yi,N − ydi,N |2dx,

(15) 

.I�t
u (u) :=

∑

i∈I

νi,d

2

N−1∑
n=1

ωn


i∫

0

|ui,n |2dx +
∑

j∈J S
N

ωi
νi,b

2

N∑
1

ωn |u j,n |2 (16) 

such that (13) turns into the following semi-discrete optimal control problem. 

. min
(y,u)

I (y, u) := I�t
y (y) + IT (y(·, N )) + I�t

u (u)

s.t. (17) 
1

�t 
β(yi,n+1)(x) − ∂x

(
β(∂x yi,n+1(x)

) = 
1

�t 
β(yi,n )(x) + ui,n+1(x), x ∈ (0, 
i ), 

yi,n+1(n j ) = yk,n+1(n j ), ∀i, k ∈ I j , j ∈ J M ,
∑

i∈I j 

di j  β(∂x yi,n+1)(n j ) = 0, j ∈ J M , 

β(∂x yi,n+1)(n j ) = u j,n+1, d j = 1, i ∈ I j , j ∈ J S N , 
yi,n+1(n j ) = 0, i ∈ I j , j ∈ J S D , 
yi,0(x) = y0 i (x), i ∈ I, x ∈ (0, 
i ), i ∈ I, 

with .n = 1, . . . , N − 1. For an equidistant time discretization, we may omit the 
weights and absorb them into the penalty parameters. Obviously, for the purpose of 
numerical simulation, we need a spatial discretization, too. We resort to standard
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Fig. 7 Control for the diamond graph. Left: underlying network. Right: initial state 

finite difference procedures (see, e.g., [ 3, 41]) and thereby turn the problem into 
a fully discrete problem. Due to space limitations, we omit the details. In fact, we 
consequently use professional tools, as the freely available MATLAB codes bvp4c 
for boundary value problems and pdepe for parabolic initial boundary value prob-
lems, as much as possible in order to underline that this survey is not at the level of 
numerical analysis, but rather at a conceptual level. 

Example 2 We consider the problem (17) on a graph consisting of 7 edges and 6 
nodes. See Fig. 7. We assume Dirichlet conditions at nodes .n1, n7, where we apply 
a control at .n1 and set .y7(
7) = 0.5. At all other vertices we have the appropriate 
transmission conditions. We introduce non-zero initial conditions along the edge 
. e2, only, and we would like to steer the solution along the edge .e7 as much as 
possible to the constant .yd7 ≡ 1

2 in order to achieve a an almost constant pressure 
in that pipe. We take the penalty parameters for the running tracking cost . κ = 1.e4
and the control penalty to .ν = 1. In the first experiment, we apply running cost in 
the second experiment, we use a tracking cost of .y7(x, T ) at the final time only. 
See Fig. 8. Moreover, we again use the standard discretization, already introduced 
in [ 3, 41]. We take 20 spatial discretization points for each edge defined on . [0, 1]

0 0.2 0.4 0.6 0.8 1 
0 

0.2 

0.4 

0.6 

0.8 

1 
y7,full(x,T) 

Fig. 8 Control for the diamond graph. Left: running cost control—optimal state. Right: final value 
control—optimal state
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0 0.2 0.4 0.6 0.8 1 
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0.4 

0.6 

0.8 

1 
yi(x,0), i=1,...7 

Fig. 9 Control for the diamond graph. Left: comparison of.y4 at final time. T along edge 4. Lower 
curve: final value control; upper curve: full control. Right: controls: (.–) full control, (–) final value 
control vs. time 

and 30 time discretization points for the time interval .[0, 1]. Moreover, we use a 
.1e. − 5 regularization of the p-Laplacian in order to avoid large condition numbers 
of the Jacobians involved. Again, the optimization is done using casADI with the 
MUMPS-solver for linear systems. See Fig. 8 (Fig. 9). 

2.3 Instantaneous Control 

It is clear that (17) involves all time steps in the cost functional. We would like to 
reduce the complexity of the problem even further. To this aim, we consider the 
so-called instantaneous control regime. This amounts to reducing the sums in the 
cost function of (17) to the time-level .tn+1. This strategy has also come to be known 
as rolling horizon approach, the simplest case of the moving horizon paradigm. It 
is now convenient to discard the actual time level .n + 1 and redefine the states at 
the former time as input data. To this end, we replace.αi := 1

�t , . f
1
i := αiβ(yi,n) and 

omit the weights .ωn . Thus, for each .n = 1, . . . , N − 1 and given .yi,n , we consider 
the cost functions at each time . tn: 

. Ĩ�t
y (yi ) :=

∑
i∈I


i∫

0

κi

2
|yi − ydi,n|2dx, (18) 

. Ĩ�t
u (u) :=

∑
i∈I

νi,d

2


i∫

0

|ui |2dx +
∑

j∈J S
N

νi,b

2
|u j |2. (19) 

.I (y, u) := Ĩ�
y (y) + Ĩ�t

u (u) =:
∑
i∈I

Ji (yi , ui ). (20)
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.

min
(y,u)

I (y, u)

s.t.

αiβ(yi )(x) − ∂x (β(∂x yi (x))) = ui (x) + f 1i (x), i ∈ I, x ∈ (0, 
i ),

yi (n j ) = yk(n j ), ∀i, k ∈ I j , j ∈ J M ,∑
i∈I j

di jβ(∂x yi )(n j ) = 0, j ∈ J M ,

β(∂x yi )(n j ) = u j , i ∈ I j , j ∈ J S
N ,

yi (n j ) = 0, i ∈ I j , j ∈ J S
D .

(21) 

Wellposedness of (18),(21) has been discussed in [ 30]. 

Example 3 We now use the same set-up as in Example 2, but now we perform the 
instantaneous control strategy. We use the same penalties as in the first experiment of 
Example 2. See Fig. 10 for the states and the controls, recorded for each time instant. 
In the second figure, Fig. 11, we display the finals state .y7 at the final time. We also 

0 0.2 0.4 0.6 0.8 1 
0 

50 

100 
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Fig. 10 Instantaneous control for the diamond graph. Left: optimal final states. Right: instantaneous 
control over discrete time 
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Fig. 11 Instantaneous control for the diamond graph. Left: optimal final states. Upper curve: full 
control problem of Example 2. Lower curve: instantaneous control Right: history of final value cost
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display the history of optimal states.y7 when the instantaneous control regime is used, 
recorded over the time instants, i.e., the iterates. Figure 11 reveals that instantaneous 
controls are very effective in the neighborhood of an equilibrium. This property may 
turn out to be useful in the context of the turnpike phenomenon, see, e.g., [ 25, 39]. 

Theorem 2.1 ([ 30]) There exists . p̄ ∈ V satisfying together with the optimal pair 
.(ȳ, ū) the first order optimality condition. 

.

αiβ(ȳi ) − ∂x (β(∂x ȳi )) = ūi , i ∈ I, x ∈ (0, 
i ),

αiβ
′(ȳi ) p̄i − ∂x

(
β ′(∂x ȳi )∂x p̄i

)
) = −κi (ȳi − ydi ), i ∈ I, x ∈ (0, 
i ),

ȳi (n j ) = ȳk(n j ), p̄i (n j ) = p̄k(n j ), ∀i, k ∈ I j , jJ M ,∑
i∈I j

di jβ(∂x ȳi )(n j ) = 0, j ∈ J M ,

∑
i∈I j

di jβ
′(∂x ȳi )(n j )∂x p̄i (n j ) = 0, j ∈ J M ,

β(∂x ȳi )(n j ) = ū j , i ∈ I j , j ∈ J S
N ,

β ′(∂x ȳi )(n j )∂x p̄i (n j ) = 0, i ∈ I j , j ∈ J S
N ,

ȳi (n j ) = 0, p̄i (n j ) = 0, i ∈ I j , j ∈ J S
D,

p̄i (n j ) = νi,bu j , i ∈ I j , j ∈ J S
N

p̄i = νi,dui , i ∈ I, x ∈ (0, 
i ).

(22) 

One way to handle this problem is to use an iterative procedure. To this end, we 
introduce the common fixed point algorithm 

Algorithm 1 

1. Choose . u0. 
2. For .i = 1 until satisfied 
3. (a) solve for . yi

.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

βi (yi ) − ∂x (βi (∂x yi ) = ui , i = 1, 2, x ∈ Ii ,

yi (n j ) = yk(n j ), ∀i, k ∈ I j , jJ M ,∑
i∈I j

di jβ(∂x yi )(n j ) = 0, j ∈ J M ,

β(∂x yi )(n j ) = u j , i ∈ I j , j ∈ J S
N ,

yi (xi j ) = 0, i ∈ I j , j ∈ J S
D .

(23) 

(b) Solve for .pi
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. 

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

β ′
i (yi )pi − ∂x (β

′
i (∂x yi )∂x pi ) = −κi (yi − ydi ), i = 1, 2, x ∈ Ii ,

pi (n j ) = pk(n j ), ∀i, k ∈ I j , jJ M ,∑
i∈I j

di jβ
′(∂x yi )(n j )∂x pi (n j ) = 0, j ∈ J M ,

di jβ
′
i (∂x yi (xi j ))∂x pi (xi j ) = 0, i ∈ I j , j ∈ J S

N ,

pi (n j ) = 0, i ∈ I j , j ∈ J S
D .

(24) 
(c) Set .ui = 1

νi,d
pi , i ∈ I, u j = 1

νi,b
pi (xi j ), i ∈ I j , j ∈ J S

N . 
4. Terminate with the (approximate) fixed point .u, y, p. 

Remark 2.2 

1. We remark that in the iteration loop an error-based stop criterion has to be defined. 
2. This algorithm is classic for linear problems. For the p-Laplace operator, this 

needs further arguments. 
3. We remark that the analogous procedure can be used for the original optimal 

control problem (13) at the continuous time level. 
4. With this algorithm, the DDM can be introduce on the level of the forward and 

backward problem, independently, on each time step. 

3 Spatial Domain Decomposition of p-Laplace Problems 
on Metric Graphs 

To fix ideas, we consider the simpler problem on the network 

.

− ∂x (β(∂x yi (x))) = fi (x)) i ∈ I, x ∈ (0, 
i )

yi (n j ) = yk(n j ) =: ȳ(n j ), ∀i, k ∈ I j , j ∈ J M

∑
i∈I j

di jβ(∂x yi )(n j ) = 0, j ∈ J M

β(∂x yi )(n j ) = g j , d j = 1, i ∈ I j , j ∈ J S
N

yi (n j ) = 0, i ∈ I j , j ∈ J S
D .

(25) 

The crucial point is to decompose the network at multiple joints. In this article, we 
employ the Steklov-Poncaré map also known as Dirichlet-to-Neumann (DtN) map. 
To this end, we introduce the domain decomposition method already proposed in 
[ 29], see also [ 11] for a two link problem. We propose the following decomposition 
method: 

. − ∂x

(
βi (∂x y

k+1
i )

)
= fi , in (0, 
i ), i ∈ I,

(26)



58 G. Leugering

di j  βi (∂x y
k+1 
i )(xi j  ) + ρyk+1 

i (xi j  ) = ρ 

⎛ 

⎝ 2 
d j

∑

l∈I j 

yk l (xl j  ) − yk i (xi j  ) 

⎞ 

⎠ 

− 

⎛ 

⎝ 2 
d j

∑

l∈I j 

dl j  βl (∂x y
k 
l )(xl j  ) − di j  βi (∂x yk i )(xi j  ) 

⎞ 

⎠ , j ∈ J M , i ∈ I j . 

For .p = 2 and two sub-domains, this is the classical Robin-type non-overlapping 
domain decomposition method introduced by P.L. Lions in [ 36] which is now 
extended to the p-Laplace problem and metric graphs. A proof of convergence for 
the decomposition of serial nodes is provided in [ 28]. 

Example 4 We take a tripod with edges starting at.x = 0 and stretching out to.x = 1. 
This configuration is paradigmatic for domain decomposition. We use the MATLAB 
routine bvp4c for the solutions of the corresponding Robin-type problems on the 
individual edges. We take .ρ = 1 as Robin parameter. We perform two experiments, 
one for .p = 2 and one for .p = 1.5 in order to compare. See Fig. 12 and Fig. 13, 
respectively. 

Here we follow a different approach. We look at (26) for two sub-domains, the 
classical P.L. Lions method extended to two p-elliptic problems. That is to say, we 
have a single multiple node, say at .x = 0 such that .d = 2 and.di j = −1, i, j = 1, 2. 
Then (26) reads 

. − ∂x
(
βi (∂x y

k+1
i )

) = fi , x ∈ (0, 1), i = 1, 2, (27) 

− βi (∂x y
k+1 
i )(0) + ρyk+1 

i (0) = ρyk j (0) + β j (∂x yk j )(0), i, j = 1, 2 
yi (1) = 0, i = 1, 2. 

If we define the DtN-maps for the two domains, 

.S1(ȳ) := −∂x y1(0, ȳ), S2(ỹ) = −∂x y2(0, ỹ), (28) 

Fig. 12 Example 4. Left: 1. iteration; Right: 5. iteration
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Fig. 13 Example 4. Left: errors for.p = 2; Right:. p = 1.5

where.yi solve the equation in.(0, 1) with Dirichlet boundary condition at.x = 1 and 
.y1(0) = ȳ, y2(0) = ỹ. Then, the P.L. Lions iteration is equivalent to the iteration 

.(ρ I + S1)ȳ
k+1 = (ρ I − S2)ỹ

k, (29) 

.(ρ I + S2)ȳ
k+1 = (ρ I − S1)ỹ

k . (30) 

We take this as the motivation to construct a domain decomposition method based 
on DtN-maps. We concentrate on a star graph, as the mathematical challenge is 
with the decomposition at multiple nodes. In fact, the two-link problem has been 
solved in [ 28] To this end, we assume that we have one multiple node .n1 with edge 
degree .d1 = m which corresponds to .x = 0 such that all edges meet there starting 
from .x = 0 and stretch to .x = 
i . Without loss of generality, we can assume that 
.
i = 1, i = 1, . . . ,m. Thus, the Dirichlet problem reduces to 

.

− ∂x (β(∂x yi (x))) = fi (x)) i = 1, . . . ,m, x ∈ (0, 1)

yi (0) = yk(0) =: ȳ, ∀i, k = 1, . . . ,m∑
i∈I j

β(∂x yi )(0) = 0, j ∈ J M

yi (n j ) = 0, i = 1, . . . ,m.

(31) 

The particular point of view in these notes is the usage of the DtN-map. Moreover, 
we select an edge, say edge .#1 as the first domain and the rest of the star, in fact the 
edges labeled.2, . . . ,m coupled at the multiple node, say at .x = 0. We start with the 
DtN-map for the first edge. Given . ȳ, we solve  

. − ∂x (β(∂x y1(x))) = f1(x)) x ∈ (0, 1) (32) 

y1(0) = ȳ, y1(1) = 0
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and define 
.S1(ȳ) := −∂x y1(0, ȳ). (33) 

Accordingly, we solve 

. − ∂x (β(∂x yi (x))) = fi (x)), i = 2, . . . ,m x ∈ (0, 1) (34) 

yi (0) = ȳ, yi (1) = 0 

and define 

.S2(ȳ) := −
m∑
i=2

∂x yi (0, ȳ). (35) 

Obviously, if we sum, the Kirchhoff condition becomes 

.S1(ȳ) + S2(ȳ) = 0. (36) 

The star graph problem is equivalent to solving the equation (36) for. ȳ. We consider 
the following novel domain decomposition method, where we cluster the edges with 
index.i = 2, . . . ,m. In order to iteratively decouple (38), we choose to independent 
variables .ȳ, ỹ such that 

.y1(0) = ȳ, yi (0) = ỹ, i = 2, . . . ,m. (37) 

Then the new decomposition reads 

. S1(ȳ)
k+1 + σ ȳk+1 = σ ỹk − S2(ỹ)

k

S2(ỹ)
k+1 + σ ỹk+1 = σ ȳk − S1(ȳ)

k+1. (38) 

Clearly, this method is consistent, as if we delete the iteration index. k, hence assuming 
convergence, we arrive at 

.ȳ = ỹ, S1(ȳ) + S2(ỹ) = 0. (39) 

This is not the same as (26), as the latter is designed for the decomposition at a 
multiple node into each incident edge. We also notice that the scheme (38) is Gauß
-Seidel type iteration, as the novel information is used in the second equation. In 
order to address the convergence of this method, we introduce . η1 := ỹ, η2 = ȳ
and denote by . η the trace at .x = 0 of the global solution. We, thus, consider the 
iteration 

. S1(η1)
k+1 + σηk+1

1 = σηk
2 − S2(η2)

k

S2(η2)
k+1 + σηk+1

2 = σηk
1 − S1(η1)

k+1. (40)
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and introduce 

.μk = (σ I + S2)η
k
2, μ = (σ I + S2)η (41) 

λk = (σ I + S2)η
k 
2, λ  = (σ I + S2)η. 

We obtain 

.
1

2σ
(μk + λk) = ηk

2,
1

2
(μk − λk) = S2η

k
2 (42) 

1 

2σ 
(μ + λ) = η, 

1 

2 
(μ − λ) = S2η = −S1η, 

where we notice that the global solution satisfies the Steklov-Poincaré equation. We 
also infer 

. μk+1 + λk = (σ I + S2)η
k+1
2 + (σ I − S2)η

k
2

= (σ I − Sk+1
1 + (σ I + S1)η

k+1
1 (43) 

= 2σηk+1 
1 . 

Hence, 

.ηk+1
1 = 1

2σ
(μk+1 + λk); S1η

k+1
1 = 1

2
(λk − μk+1). (44) 

This leads to 

.(S2η
k
2 − S2η)(ηk

2 − η) = 1

4σ
[(μk − μ)2 − (λk − λ)2] (45) 

(S1η
k+1 
1 − S1η)(ηk+1 

1 − η) = 
1 

4σ 
[(λk − λ)2 − (μk+1 − μ)2]. 

We proceed to show that the DtN-maps .S1,S2 are monotone such that the expres-
sions in (45) are non-negative. In fact, we will show more. Let us assume at the 
moment that this true, then (45) implies 

.|μk+1 − μ|2 ≤ |λk − λ|2, |λk − λ|2 ≤ |μk − μ|2. (46) 

This implies 

.0 ≤
N∑

k=0

(|μk − μ|2 − |μk+1 − μ|2 (47) 

= |μ0 − μ|2 − |μN+1 − μ|2 , ∀N ∈ N. 

This, in turn, shows 

.|μN+1 − μ| ≤ |μ0 − μ|2, |μk − μ|2 − |μk+1 − μ|2 → 0. (48)
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Now, (46) . (48) imply  

.(S2η
k
2 − S2η)(ηk

2 − η)
1

4σ
[(μk − μ)2 − (μk+1 − μ)2] → 0 (49) 

(S1η
k+1 
1 − S1η)(ηk+1 

1 − η) ≤ 
1 

4σ 
[(μk − μ)2 − (μk+1 − μ)2] →  0. 

Lemma 3.1 The mappings.Si , i = 1, 2 are monotone. In particular, for.α, β ∈ R, let  
.y1,α, y1,β denote the unique solutions of the p-Laplace problem (32) with.y1,α(0) = α, 
.y1,β(0) = β and .y1,α, y1,β solve (34), then we have 

. (S1(α) − S1(β)) (α − β) ≥
1∫

0

(|∂x y1,α | + |∂x y1,β |)p−2 (
∂x y1,α − ∂x y1,β

)2 dx, (50) 

. (S2(α) − S2(β)) (α − β) ≥
m∑
i=2

1∫

0

(|∂x yi,α | + |∂x yi,β |)p−2 (
∂x yi,α − ∂x yi,β

)2 dx (51) 

Proof We have, using integration by parts, 

. 0 =
1∫

0

∂x
(
(∂x y1,α)p−2∂x y1,α − (∂x y1,β)p−2∂x y1,β

)
(y1,α − y1,β)dx

= − (
(∂x y1,α)p−2∂x y1,α − (∂x y1,β)p−2∂x y1,β

)
(0) (52) 

− 
1∫

0

(
(∂x y1,α)p−2 ∂x y1,α − (∂x y1,β )

p−2 ∂x y1,β
)
(∂x y1,α − ∂x y1,β )dx . 

However, .S1(α) = −∂x y
p−2
1,α ∂x y1,α and, therefore, (50) follows by the well-known 

monotonicity property of the function . f (s) := |s|p−2s for .p ∈ (1, 2]. A similar 
argument applies to .S2 by summation and, therefore, (51) follows. �

Lemma 3.1 and (49) imply the following theorem. 

Theorem 3.1 Let .ỹ0, ȳ0 be given. Then the iteration 40 converges in .H 1(0, 1)m. 

4 Domain Decomposition of the Doubly Nonlinear 
p-Parabolic Problem on Networks 

We now embark on the domain decomposition of the time-dependent problem. We 
notice that there is no publication available treating this case with non-overlapping 
domain decomposition. We take the idea from the Robin-type approach (26). More 
precisely, we recall system (10) and apply the analogous iterative condition as in (26).
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. ∂tβi (y
k+1)(x, t) − ∂x

(
βi (∂x y

k+1
i (x, t)

)
= fi (x, t), i ∈ I, x ∈ (0, 
i ), t ∈ (0, T ),

yk+1
i (n j , t) = 0, i ∈ I j , j ∈ J S

D , t ∈ (0, T ),

di jβi (∂x y
k+1
i (n j , t) = 0, i ∈ I j , j ∈ J S

N , t ∈ (0, T ),

(53) 

di j  βi (∂x y
k+1 
i )(xi j  , t) + ρyk+1 

i (xi j  , t) = ρ 

⎛ 

⎜⎝ 
2 

d j

∑

l∈I j 

yk l (xl j  , t) − yk i (xi j  , t) 

⎞ 

⎟⎠ , 

− 

⎛ 

⎜⎝ 
2 

d j

∑

l∈I j 
dl j  βl (∂x y

k 
l )(xl j  , t) − di j  βi (∂x yk i )(xi j  , t) 

⎞ 

⎟⎠ , j ∈ J M , i ∈ I j , 

yk+1 
i (x, 0) = yi (x); x ∈ (0, 
i ), i ∈ I. 

As in [ 23], it is possible to apply a relaxation with a relaxation parameter.ε ∈ [0, 1). 
This amounts to 

. di jβi (∂x y
k+1
i )(xi j , t) + ρyk+1

i (xi j , t) = λk
i j (t),

λk
i j (t) = (1 − ε)

⎧
⎨
⎩ρ

⎛
⎝ 2

d j

∑
l∈I j

ykl (xl j , t) − yki (xi j , t)

⎞
⎠

−
⎛
⎝ 2

d j

∑
l∈I j

βl(∂x y
k
l )(xl j , t) − βi (∂x y

k
i )(xi j , t)

⎞
⎠

⎫
⎬
⎭

+ ε
{
di jβi (∂x y

k
i )(xi j , t) + ρyki (xi j , t)

}
. (54) 

Remark 4.1 Clearly, the (under-)relaxation (54) can and will be applied to the static 
problem as well. The proof of convergence follows the same spirit as in [ 24] for linear 
problems and [ 28] for a two-link optimal control problem. The full arguments for 
the proof will be published in [ 27]. As for the analogue of the iteration (40) for  the  
p-parabolic problem, we refer to a forthcoming publication. 

In the following example, we provide a first impression of the method for doubly 
nonlinear p-parabolic problems. The method can be obtained from the corresponding 
DDM for static optimal control problems by discarding the control functions. The 
performance is very similar as in Example 6. 

Example 5 We want to illustrate the iterative method for doubly nonlinear p-
parabolic problems described by (53), (54). For the sake of simplicity, we consider 
a two-link serial problem, where the original domain stretches from. 0 to. 2 with con-
stant load . f ≡ 1, Dirichlet condition at .x = 0 and Neuman condition at .x = 2. We  
take.x = 1 as interface with two edges and constant load. fi ≡ 1.We take.sin(πx)2 as 
initial data on each link and apply a.1.e − 5 regularization for the p-Laplace operator 
for .p = 2 and for .p = 3/2. We use the MATLAB routine pdepe on the edges over 
the time interval .(0, T ), where .T = 1. We used the pdepe code to also compute the 
problem on the entire domain.(−1, 1). See Fig. 14, consisting of two figures, the left 
one for .p = 2 and the right one for .p = 3

2 . In each sub-figure, on the left the traces
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Fig. 14 P.L. Lions method for the p-parabolic problem. Left: results for p .= 2, interface/errors. 
Right: results for p.= 3/2, interface/errors 

of the solutions of each link at the interface .x = 1 are plotted together with the full 
solution using dashed-dotted lines. Of course, due to the precision, this is not visible 
in the figure. On the right, the errors of the states and the derivatives are displayed 
versus the iterates, respectively. 

5 Non-overlapping Domain Decomposition for Optimal 
Control Problems: The Concept of Virtual Controls 

Domain decomposition suggests itself at various levels. First of all, at the level of the 
optimality system, we may want to decompose the full optimality system (14) of the  
space-time problem, the optimality system of the semi-discrete system corresponding 
to (17) arising in the instantaneous control regime, or finally within Algorithm 1, the  
systems (23) and (24) individually. Secondly, the domain decomposition may focus 
on decoupling the entire graph into sub-networks, specifically into star-graphs, using 
either multiple or serial nodes as cutting interfaces. The decomposition may also be 
taken for all individual edges such that the network is iteratively decomposed into 
single edges. In these notes, we consider non-overlapping methods only. Indeed, 
at multiple nodes, overlapping methods are not obvious while at serial nodes, the 
classical Schwarz-type iteration may be considered. 

We now embark on non-overlapping domain decomposition methods for static 
optimal control problems in the context of virtual controls. The  actual cost-functions 
and the corresponding actual controls interfere via the penalty parameters, only. The 
extension of the classical P.L. Lions Algorithm to optimal control problems does 
not seem to be as straightforward, at least at first sight. However, at least for linear 
distributed controls, J. D. Benamou [ 5] showed that the optimality system can be 
recast into a complex Helmholtz problem for which, in turn, the P.L.Lions algorithm 
could be applied. This observation has been the basis for the development of the 
non-overlapping domain decompositions in space and time in the monograph by J. 
E. Lagnese and G. Leugering [ 23]. We recall the optimal control problem (10) and
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the corresponding optimality system (22). We propose the following iterative domain 
decomposition method. With parameters .σ,μ ≥ 0. The iteration (55), (57), (58) is  
started at .n = 0. 

Algorithm 2 

1. Given .λn
i j , ρ

n
i j , 

2. solve for . yn+1
i , pn+1

i

.βi (y
n+1
i ) − ∂x (βi (∂x y

n+1
i )) = 1

νi,d
pn+1
i , i ∈ I, x ∈ Ii , (55) 

. β′
i (y

n+1
i )pn+1

i − ∂x (β′
i (∂x y

n+1
i )∂x p

n+1
i ) = −κi (y

n+1
i − ydi ), i ∈ I, x ∈ Ii ,

yn+1
i (xi j ) = 0, pk+1

i (xi j ) = 0, i ∈ I j , j ∈ J S
D ,

di jβi (∂x y
n+1
i )(xi j ) = 1

νi,b
pi (xi j ), di jβ

′
i (∂x y

n+1
i )∂x pi (x

n+1
i j (xi j ) = 0, i ∈ I j , j ∈ J S

N , (56) 

. di jβi (∂x y
n+1
i )(xi j ) + σ yn+1

i (xi j ) + μpn+1
i (xi j ) = −

⎛
⎜⎝ 2

d j

∑

l∈I j

dl jβl (∂x y
n
l )(xl j ) − di jβi (∂x y

n
i )(xi j )

⎞
⎟⎠

(57) 

. + σ

⎛
⎜⎝ 2

d j

∑

l∈I j

ynl (xl j ) − yi (xi j )

⎞
⎟⎠ + μ

⎛
⎜⎝ 2

d j

∑

l∈I j

pnl (xl j ) − pi (xi j )

⎞
⎟⎠ =: λni j ,

di jβ
′
i (∂x y

n+1
i (xi j ))∂x p

n+1
i (xi j + σ pn+1

i (xi j ) − μyn+1
i (xi j ) (58) 

= −  

⎛ 

⎜⎝ 
2 

d j

∑

l∈I j 

dl j  β
′
l (∂x y

n 
l (xl j  ))βl (∂x p

n 
l )(xl j  ) − di j  β′

i (∂x y
n 
i (xi j  ))(βi (∂x p

n 
i )(xi j  ) 

⎞ 

⎟⎠ 

+ σ 

⎛ 

⎜⎝ 
2 

d j

∑

l∈I j 
pn l (xl j  ) − pi (xi j  ) 

⎞ 

⎟⎠ − μ 

⎛ 

⎜⎝ 
2 

d j

∑

l∈I j 
yn l (xl j  ) − yi (xi j  ) 

⎞ 

⎟⎠ =: ρn i j  . 

3. Update .λn+1
i j , ρn+1

i j according to (57), (58) for .n → n + 1. 
Remark 5.1 We notice that the decomposed optimality system (55), (57), (58) at the  
iterate . n can be seen as the optimality system for the virtual control problem below 
on each edge .ei , i ∈ I, with the solution .y, p updated at the iteration index .n + 1. 
Algorithm 3 

1. Given .λn
i j , ρ

n
i j , 

2. solve for . yn+1
i , un+1

i , un+1
j , j ∈ Ji

. min
u,g,y

{
Ji (yi , ui ) + 1

2μ

∑
j∈Ji

[|gi |2 + |μyi − ρn
i j |2

]}

s. t. (59) 

βi (yi ) − ∂x (βi (∂x yi )) = ui , i ∈ I, x ∈ Ii , 
di j  βi (∂x yi (xi j  )) + σ yi (xi j  ) = λn 

i j  + gi j  , j ∈ Ji , i ∈ I j , 
yi (xi j  ) = 0, i ∈ I j , j ∈ J S D, 
di j  βi (∂x yi (xi j  ) = u j , i ∈ I j , j ∈ J S N .
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3. Update .λn+1
i j , ρn+1

i j according to (57), (58) for .n → n + 1. 

We understand that the boundary control appears in (59) only if the controlled 
vertex.n j , j ∈ J S

N is adjacent to the edge. ei . The equivalence of the Algorithms 2 and 
Algorithm 3 turns the domain decomposition method into the format of a classical 
PDE-constrained optimal control problem for which we can use standard software. 
In essence, we do not need to solve optimality systems of PDEs but rather can 
directly pose the corresponding PDE as equality constraints at each iteration level. 
We also notice, that then also box-constraints for the controls are easy to handle, 
which otherwise at the level of the optimality system, lead to variational inequalities. 
It is possible to include these in the DDM (cf. [ 26]), but from the point of view of 
PDE-numerics, this appears to be more complicated. 

Convergence of the iteration (55), (57), (58) has been shown so far for a two-link 
network, only. The proof for the general network will appear in [ 27]. From [ 28], we 
cite the following result. 

Theorem 5.1 ([ 28]) For a two-link network .I = {1, 2}, let  .(ŷi , p̂i ), i = 1, 2 be 
the solution of the optimality system (22) and .(yni , p

n
i ), i = 1, 2 the solution of (55), 

(57), (58). Let the errors.(ỹi , p̃i ) := (yni , p
n
i ) − (ŷi , p̂i ) at the interface be sufficiently 

small at.n = 0. Then there are parameters.σ,μ, κ, ν such that the iteration converges. 
Moreover, we have 

.ỹni , p̃
n
i → 0, n → ∞, in H 1(Ii ), i = 1, 2, (60) 

ỹn i (1), ∂x ỹ
n 
i (1), p̃

n 
i (1), ∂x p̃

n 
i (1) → 0, n → 0, i = 1, 2. 

Remark 5.2 We remark that when we take .p = 2, then the iterative domain 
decomposition procedure above reduces to the well-known iteration from [ 23]. 

Example 6 In this example, we consider the static optimal control problem for a 
two-link model and the corresponding optimality system. The iterative decomposi-
tion is now based on the Robin-type DDM. We choose in particular a constant target 
function.yd = 1, constant Dirichlet conditions .y = 1 at the outer ends. x = 0, x = 2
and parameters .σ = 10, μ = .001, κ = 100, ν = .1. We perform two experiments, 
one for.p = 3/2, the case of interest in gas flow, and.p = 1.1, which is important in, 
e.g., imaging, where.1 < p ≤ 2 and the limiting case.p = 1 are considered. We solve 
the boundary value problems arising on the full domain and the two sub-domains 
using the routine bvpc4 from MATLAB with a tolerance of.1e − 14. We have chosen 
a constant target because it is critical, as vanishing . y and .∂x y play a special role for 
the p-Laplacian. For more experiments and a more detailed description, we refer to 
[ 27] (Fig. 15).
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Fig. 15 Left figure:.p = 1.5, σ = 10, μ = .001, κ = 100, ν = .1, right figure: .p = 1.1, same  
parameters 

6 Concluding Remarks and Open Problems 

The methods described in this survey article are based on the paradigm of virtual 
controls. The corresponding DDMs can, therefore, be seen in the context of PDE-
constraint optimization. This fact is useful also in the context of discrete-continuous 
control problems including decision making, see, e.g., [ 15, 16]. We refer to https:// 
www.trr154.fau.de/trr-154-en/ for further information. To fix ideas, we concentrated 
on a particular set of methods, for which we have tried to provide a fairly complete 
account, namely, iteration methods that can be attributed to the notion of virtual 
controls in the sense of Lions and Pironneau [ 35]. Moreover, we presented a new 
Gauß -Seidel type algorithm and provide the full proof. We have seen that also the 
algorithm by Lions [ 36] can be interpreted as the result of a virtual control problem. In 
particular with respect to the fully doubly nonlinear p-parabolic problem, a detailed 
study of well-posedness of the underlying optimal control problems together with 
proofs of convergence at the continuous level will appear elsewhere. Time domain 
decomposition and the role of instantaneous control in the context of the turnpike 
phenomena is subject to further studies as well as the algorithmic realization of 
reachability or exact controllability (or the so-called nodal profile controllability) 
constraints. Moreover, the methods treated allow for control constraints, also. DDMs 
for state constraint optimal control problems appear to be widely open, at least in the 
continuous setting. Obviously, such problems are of importance, in particular in gas-
pipe networks, where the pressure has to be limited in each pipe by box-constraints. 
With respect to mechanical multi-structures, further research is necessary in order to 
extend the algorithms provided here to 2-d and 3-d networked systems (e.g., masonry 
structures), see [ 23, 26] for 2-d networks. 

Another important desire in the context of complex systems is model reduction. 
Clearly, domain decomposition of a network into sub-networks, a model reduction 
technique per se, suggests itself as a general set-up for a hierarchical decompo-
sition in the sense that some of the sub-networks can be replaced by surrogates.

https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
https://www.trr154.fau.de/trr-154-en/
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There are many ways to proceed, namely, proper orthogonal decomposition (POD), 
(non-)periodic homogenization and least square fits, such as by provided by so-called 
Physics informed neural networks (PINN). For the latter, see, e.g., [ 2]. More recently, 
transmission problems and coupled problems in general have been addressed by what 
is now known as the XPINN-approach, X standing for crossings or interfaces, see, 
e.g., [ 21]. Clearly, once the model is penalized using least squares, also transmission 
conditions can be handled using penalization. Even more, it is possible to include opti-
mization variables and cost functions in the context of PDE-constraint optimal control 
by this method. See, e.g., [ 43]. It does not come as a surprise that domain decompo-
sition methods have also been investigated in this context. Indeed, a deep-Schwarz 
overlapping domain decomposition method has been introduced in [ 33]. There is 
no space to elaborate at length on this emerging subject. In fact, we applied the P.L. 
Lions Robin-type approach to a two-link problem, where on one link, we used PINN, 
however, for the sake of brevity, we do not display the results here. The only differ-
ence to the exact Robin-approach (58), (57) is that we substitute the model-based 
numerical solver for the sub-domains (or one of the sub-domains) by a PINN-based 
solver. This approach has, to the best knowledge of the author, not been published. 
The interest in this non-overlapping PINN-based approach is that in the applications, 
in particular in the network problems we discuss here, the PINN-approach, as a sur-
rogate, may be used in part of the complex network (say, daughter networks), while 
classical numerical methods are used in a parent network. This novel paradigm that 
we can call NETI (instead of FETI, see, e.g., the recent ML-versions of FETI [ 19, 
20]) as NEtwork Tearing and Interconnection is the subject of further research in the 
CRC 154 Mathematical modeling, simulation and optimization using the example of 
gas networks, project A05, (see https://www.trr154.fau.de/trr-154-en/). 
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Free Radical, Antioxidant, and Human 
Health 

Muhammad S. Jahan, Afsana Sharmin, Benjamin M. Walters, 
and Tierney C. Crosby 

Abstract Antioxidant-containing food helps to fight against free radicals that are 
known to produce reactive oxygen species (ROS) which, in turn, cause adverse 
biochemical reactions in human body. The antioxidant molecules that are particularly 
effective in combating ROS are known as polyphenols (PPh). When a free radical or 
ROS is formed in a given system, the nearby PPh molecule donates its own electron 
(or hydrogen atom) to repair the damage. As a result, the PPh molecule suffers a 
loss and it itself turns into a free radical (polyphenol radical (PPh.)). However, being 
relatively stable, it (PPh.) does not cause any harm to others. Measurements and 
analyses of the PPh. can, therefore, provide a better understanding of the antioxidant 
potential of the food in question. In this preliminary study, we measured free radicals 
(PPh.) in selected food powders that are rich in antioxidants. They are Acai, Camu, 
Beetroot, Cacao and Coffee. For free radical measurements, an electron spin reso-
nance (ESR) (also known as electron paramagnetic resonance (EPR)), spectrometer 
was used. The g-values (spectral splitting factors) of the radicals of all antioxidant 
containing foods were obtained within the range from 2.0044 to 2.00578. 

Keywords Free radical · Human health · Oxidative stress · Natural antioxidant ·
Polyphenols · Electron spin resonance (ESR) 

1 Introduction 

Mathematics and physics are two closely connected fields [1]. One needs to apply 
the physics concept as well as mathematical reasoning to describe a physical 
phenomenon. Without mathematics, the theory or laws of physics cannot be satisfied.
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For example, Quantum Mechanics is described using mathematical analysis such as 
linear space [2]. Wide interdisciplinary research has been conducted on the complex 
function of the human body with the help of mathematical reasoning [3]. Similarly, 
the present study is conducted for the benefit of human health, using theories of 
physics and mathematical tools. 

The human body is a complex system where highly organized cells make up 
tissues, tissues form various organs, and the organs function together within larger 
systems such as digestive, respiratory, and nervous systems to accomplish the specific 
functions necessary for sustaining life. For example, homeostasis is a self-regulating 
process retained in the body, while external conditions change; failure to do so may 
result in illness or death. Free radicals are the main cause of homeostatic disruption 
by the fact that, once free radicals are produced within the body, they attack important 
macromolecules of the cell and lead to the cell damage [4]. Free radicals are often 
by-products of cellular metabolism and play both positive and negative roles in 
physiological and pathological functioning of the human body [5]. When in moderate 
quantities, free radicals can play a positive role in cell signaling in the biological 
system [6]. However, an excessive amount of free radicals cannot be stabilized by 
the enzymatic antioxidants produced within the body, therefore causing oxidative 
stress such as damage to lipids, protein, and DNA, leading to clinical disorders or 
death [5]. Natural, non-enzymatic antioxidants containing micronutrients such as 
vitamin C, vitamin E, and polyphenols are known to provide protective effects to 
human health by stopping the chain reaction of free radicals. Several researchers 
have investigated the antioxidant behavior of such beneficial micronutrients [7]. 
The current study is aimed to describe the free radicals of some natural antioxidant 
containing foods using Electron Spin Resonance technique (ESR) techniques, while 
the reactions of antioxidants with harmful free radicals are of further interest. 

2 Free Radicals in Human Health 

Free radicals are chemical species, capable of independent existence, that contain 
at least one or more unpaired electrons in the outermost shell configuration [8]. 
In the biological system, free radicals are produced as by-products of normal 
cellular metabolism. Because of its odd number of electrons, the free radicals are 
unstable, short lived and highly reactive. Once a radical forms, it immediately reacts 
with another radical or molecule and pullelectrons from them to become stable. 
The attacked molecules then become free radicals, having lost their electrons, and 
repeat the chain reaction into a cascade with the adjacent molecules, finally causing 
widespread damage to the living cell [9]. Figure 1 shows a three-step reaction of free 
radicals within the biological system [10].

Free radicals are generally derived from oxygen, nitrogen, and sulfur molecules. 
Depending on the source molecule, the derived free radicals are grouped into three 
main categories: reactive oxygen species (ROS), reactive nitrogen species (RNS), 
and reactive sulfur species (RSS). The ROS includes some important radicals such
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Fig. 1 Three steps radical chain reaction. Source Ana Carolina Roveda, Magno Aparecido 
Gonçalves Trindade, Chap. 3, Alternative Multifunctional Additives for Biodiesel Stabilization: 
Perspectives for More Efficiency and More Cost-Effectiveness, Green Energy and Technology 
Increased Biodiesel Efficiency, Fig. 3.1, p. 59 (2018)

as hydroxyl (OH•), superoxide (O2
• ), nitric oxide (NO•), peroxyl (ROO•) as well as  

some non-radicals such as hypochlorous acid (HOCl), hydrogen peroxide (H2O2), 
and singlet oxygen (1O2) etc. [11]. RNS are derived from nitric oxide through the 
reaction with superoxide anion (O2

• ) to form peroxynitrite (ONOO ). RSS are easily 
formed from thiols (R SH) by reaction with ROS [12]. Free radicals are produced in 
human body through normal cellular metabolism from some external sources such 
as pollution, cigarette smoke, radiation, and medication [13]. The rate and selec-
tivity of free radical reactions vary, depending on the concentration of free radicals, 
delocalization of single electrons by radicals, and the weak bonds present in other 
molecules to which the radical could react with [14]. The moderate level of ROS 
influences different normal physiological functions of the body by governing the 
redox activities of the cells. If the level of ROS increases, natural enzymes in the 
human cells act as antioxidants by providing a defense mechanism against the eleva-
tion of ROS beyond the normal physiological levels [15, 16]. If the production of 
ROS overwhelms the antioxidant capacity, the term “oxidative stress” is introduced, 
which is thought to damage biological molecules such as DNA, proteins, carbohy-
drates, and lipids, leading to a wide number of clinical disorders such as diabetes 
mellitus, cardiovascular diseases, inflammation, obesity, cancer, neurodegenerative 
disorders, and hypertension [17]. 

2.1 Types and Effects of Free Radicals 

The beneficial as well as harmful effects of some important radicals and non-radicals 
are discussed below. 

Hydrogen peroxide (H2O2) is not a free radical, but an ROS which can produce 
hydroxyl radicals, known to be produced during normal cell metabolism and to
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oxidize a number of compounds. Although H2O2 has been reported to promote a 
variety of essential cellular functions such as cell/tissue regeneration, growth, prolif-
eration, and cell migration, at high concentrations it plays adverse effects which 
includes damage to proteins, lipids and nucleic acid, leading to cell death [18]. 

The superoxide radical (O2
• ) is an oxygen centered radical. It has been reported 

that, a small increase of superoxide radicals has protective effect against H2O2-
induced stress [19] but excess production alters the cell membranes, proteins, lipids, 
lipoproteins, and DNA. 

The nitric oxide radical (NO•) is produced by vascular endothelium, neurons, 
smooth muscle cells, macrophages, neutrophils, platelets, and pulmonary epithelium 
[20] and plays an important role for the regulation of vascular tone and blood pressure. 
Nitric oxide radical has been demonstrated to contribute partially in protecting the 
human health from malaria infection, cardiovascular diseases, and diabetes [21]. 
However, the relative increase of Nitric oxide and its radical causes peripheral 
vascular structural remodeling and loss of vascular tone that turns out pulmonary 
hypertension [22]. 

Hydroxyl radicals (OH•) is a highly reactive oxygen-centered radical with a very 
short half-life of only 10−9 sec and reacts with any biological molecule resulting in 
the immediate formation of another radical species with lower reactivity than (OH•) 
[23]. However, excess hydroxyl radicals may attack the cell membrane, causing 
membrane damage and destroying DNA base sequences [24]. 

The peroxyl radical (ROO•) is a carbon centered radical; it is an intermediate 
species formed during lipid oxidation chain reaction. The peroxyl radical has been 
found to mediate oxidative DNA base damage and promote carcinogenesis [23, 25]. 

2.2 Generation of Free Radicals 

Free radicals and non-radicals are generated in the human body through different 
reactions with the activation of different enzymes. The reaction mechanisms of few 
of the free radicals are shown here [26]. 

Superoxide anion radical (O2
•−) is produced Eq. (1) from the rapid uptake of 

oxygen with activation of NADPH oxidase, and then rapidly converted to hydrogen 
peroxide (H2O2) by SOD enzymes Eq. (2). 

2O2 + NADPH (oxidase) 
−−−→ 2O•− 

2 + NADP+ + H+ (1) 

2O•− 
2 + 2H− (SOD)−−−→ 

H2O2 + O2 (2) 

Hydroxyl radicals (˙OH) are generated from O2˙ˉ and H2O2 via ‘respiratory burst’ 
by a Fenton type reaction Eq. (3) and/or Haber–Weiss reaction Eq. (4), 

H2O2 + Fe2+ → •OH + OH− + Fe3+ (3)
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O2
•− + H2O2 → •OH + OH− + O2 (4) 

Reactive Nitrogen Species (RNS), such as nitric oxide (NO˙), is produced from 
arginine with the activation of nitric oxide synthase enzyme Eq. (5). 

L−Arg + O2 + NADPH → NO• + citrulline (5) 

The NO˙ and O2
•−react together to produce peroxynitrite (ONOO−), a very strong 

oxidant that can attack biological molecules Eq. (6). 

NO• + O2
•− → ONOO− (6) 

Although Singlet oxygen (1O2) not a free radial, it can be formed in some radical 
reactions and lead to others since it is one of the most active intermediates involved 
in chemical and biochemical reactions. One well-established reaction used in the 
laboratory to generate singlet oxygen is the reaction of H2O2 and the hypochlorite 
ion OCl−, the ionized form of hypochlorous acid Eq. (7). 

OCl− + H2O2 → Cl− + H2O + 1 O2 (singlet) (7) 

3 Antioxidants 

Antioxidants are natural or synthetic substances that donate electrons to stabi-
lize the free radicals, and then become harmless stable radicals themselves (Sec 
5.5). Antioxidants can be enzymatic and non-enzymatic, based on their activity in 
body. The enzymatic antioxidants such as superoxide dismutase (SOD), catalase 
(CAT), and glutathione peroxidase (GSHPx), sometimes called “First-Line Defense 
Antioxidants” [27], remove harmful oxidative products via conversion into hydrogen 
peroxide (H2O2), and then to water, through chemical reactions in the presence of 
intracellular metal cofactors. Table 1 shows some such enzymatic antioxidants, their 
cellular locations, substrates, and reaction mechanisms [26].

Non-enzymatic antioxidants work by stopping the progress of free radical chain 
reactions, and include micronutrients such as vitamin C, vitamin E, plant polyphenol, 
carotenoids, and glutathione. These micronutrients are not produced in the body, so 
they must be supplied from the diet [28]. Natural antioxidants are non-enzymatic 
antioxidants containing phenolic compounds and have strong anti-aging and anti-
inflammatory properties. Phenolic compounds, coming primarily from fruits and 
vegetables [29], contain benzene rings, with one or more hydroxyl substituents, and 
range from single molecules to the highly polymerized ones [30]. Depending on 
the number of aromatic (phenolic) rings and the structural elements that bind these 
rings to one another, the phenolic compounds are broadly grouped into four classes: 
Phenolic acids, flavonoids, stilbenes, and lignans [31]. Figure 2 shows the molecular
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Table 1 Location, substrate, and reaction mechanism of enzymatic antioxidant 

Enzymatic 
antioxidant 

Cellular location Substrate Reaction 

Mn/Cu/Zn SOD Mitochondrial matrix (Mn SOD) 
cytosol (Cu/Zn SOD) 

O2
•− O•− 

2 → H2O2 

CAT Peroxisomes cytosol H2O2 2H2O2 → O2 + H2O 

GSHPx Cytosol H2O2 H2O2 + GSH → 
GSSG + H2O 

Peroxiredoxin I Cytosol H2O2 H2O2 + TrxS2 → 
Trx(SH)2 + H2O 

Source Satish BalasahebNimse et al., Free radicals, natural antioxidants, and their reaction 
mechanisms, Royal Society of Chemistry Advances, Table 2, p. 4, (2015)

Fig. 2 Molecular structures of the different classes of polyphenols. Source Kanti Bhooshan Pandey, 
Syed ibrahimrizvi, Plant polyphenols as dietary antioxidants in human health and disease, Oxidative 
Medicine and Cellular Longevity, 2:5, 270–278, p. 271 (2009)

structures of different classes of polyphenols [32]. However, the plant-based natural 
antioxidants mainly consists of phenolic compounds/polyphenols, carotenoids, and 
vitamins (vitamin E and C) [33]. Figure 3 shows the reaction mechanisms by which 
natural polyphenols act as antioxidant through hydrogen atom transfer (HAT), single 
electron transfer (SET), and chelation of transition metal ions [34]. 
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Fig. 3 Basic mechanisms through which natural polyphenols act as an antioxidant. (Ar-aryl group; 
R•-radical; RH- unsaturated fatty acid, and Mn+- metal cation. Source Dimitris P. Makris, Dimitrios 
Boskou, Plant-derived Antioxidants as Food Additives, In book: Plants as a Source of Natural 
Antioxidants (pp.169–190), Edition: 1st, Chap. 9, Editors: Nawal Kishore Dubey, Fig. 9.6, p. 175 
(2014) 

4 Electron Spin Resonance (ESR) Technique 

Electron spin resonance (ESR) spectroscopy, also known as electron paramagnetic 
resonance (EPR) spectroscopy, is direct and reliable technique to detect and quantify 
free radicals and paramagnetic species in a given material. The theory of ESR spec-
troscopy lies on the spin of unpaired electron and the associated magnetic moment. 
When a material containing unpaired electrons is exposed to an external magnetic 
field, the associated magnetic moment aligns parallel (Ms = −1/2) or antiparallel 
(Ms = +  1/2) to the applied field with a specific energy causing an energy separation 
between the two states, which is known as the Zeeman Effect. The direction of the 
magnetic moment parallel to the magnetic field represents a lower energy state, while 
the antiparallel one represents a higher energy state. Figure 4 shows the splitting of 
energy states in presence of magnetic field.
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Fig. 4 Splitting of energy 
states in an applied magnetic 
field (From site of EPR 
facility. Source The 
University of Texas at 
Austin, https://sites.cns.ute 
xas.edu/epr_facility/wha 
t-epr) 

The energy of each electronic state is defined as 

E = gµBBM s = ±  
1 

2 
gµBB 

where g is the spectral splitting factor, μB is the Bohr magneton, and B is the external 
magnetic field. The sign (±) is related to the direction of the magnetic moment 
alignment. In presence of an applied magnetic field, the energy difference between 
two states is defined as

� E = gµBB 

Therefore, it can be stated that the two spin states have the same energy when 
there is no applied magnetic field and the energy difference between the two spin 
states increases linearly with increasing magnetic field strength. 

In ESR spectroscopy, electromagnetic radiation is absorbed when the energy 
difference between two states is equal to the energy of radiation—i.e., the resonance 
condition. According to Planck’s Law:

�E = hν 

where ΔE is the energy difference between two states, h is the Planck’s constant, 
and ν is the frequency of the radiation (typically in the Gigahertz (GHz) range with 
ESR). To do this, one may try different frequencies, multiplied by Planck’s constant, 
until it matches ΔE (the energy difference between two states); however, with ESR, 
the machine is tuned to a particular frequency (for example, 9.852 GHz) and then the 
Plank’s constant cannot be varied because it is a constant, so the only other option is 
to vary the ΔE until it matches Planck’s constant times the frequency that it is tuned 
to. This can be done via the aforementioned equation ΔE = gμBB (therefore, also hv 
= gμBB), the magnetic field (B) can be adjusted until the equation is satisfied, then 
resulting resonance then happens, and an absorbance occurs, which is detected by the 
ESR machine. A typical frequency and magnetic field combination would be using a

https://sites.cns.utexas.edu/epr_facility/what-epr
https://sites.cns.utexas.edu/epr_facility/what-epr
https://sites.cns.utexas.edu/epr_facility/what-epr
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frequency of 9.852 GHz and checking the magnetic field around 3000–4000 Gauss. 
As mentioned, the “g” is the spectral splitting factor; this g is also called the g-factor, 
org-value, and can be used to describe particular ESR spectra and types of radicals. 
For a free electron, the g-value is 2.0023, and for organic radicals it ranges from 1.99 
to 2.01. The g-value varies for different radicals. So, one can plug 2.0023 into the ΔE 
= hv=gμBB equation, for example, when tuned to v = 9.852 GHz, and then see that 
makes sense that such radicals would be detected around 3500G. The absorption of 
this energy causes a transition of an electron from a lower energy state to a higher 
energy state. This absorption signal (ESR spectrum) is detected and displayed as 
a first derivative of the absorption. A typical absorption signal, known as an ESR 
spectrum, and its first derivative are shown in Fig. 5. The peak-to-peak height (hpp) 
is proportional to the number of radicals present in the test specimen. The radical 
concentration is also determined by the double integration of the first-derivative curve 
(ESR spectrum) [35]. 

Fig. 5 A typical absorption 
signal and its first derivative 
(From site of EPR facility. 
Source The University of 
Texas at Austin, https://sites. 
cns.utexas.edu/epr_facility/ 
what-epr)

https://sites.cns.utexas.edu/epr_facility/what-epr
https://sites.cns.utexas.edu/epr_facility/what-epr
https://sites.cns.utexas.edu/epr_facility/what-epr


80 M. S. Jahan et al.

Electron spin resonance data/results presented in this chapter were obtained by 
using X-band (~9.8 GHz) spectrometers, EMX 300 by Bruker. 

5 ESR Study of Natural Antioxidants 

Free radicals and human diseases have become more researched as their importance in 
human health are increasingly realized. As mentioned, an antioxidant is the molecule 
which delays or inhibits the damaging chain reaction of free radicals through their 
free radical scavenging property and protects from cellular damage [36]. It has been 
reported that the low-molecular-weight antioxidants can safely interact with free 
radicals and terminate the chain reaction before vital molecules are damaged. Some 
of the antioxidants are produced within the body in form of enzymes, but many 
are from the diet as micronutrients such as vitamins E (α-tocopherol), vitamin C 
(ascorbic acid), and B-carotene [37]. Natural plant diets are rich sources of effec-
tive antioxidants. Phenolic compounds make many plants ideal protectors against 
diseases caused by oxidative stress. These natural antioxidants also offer additional 
benefit showing low toxicity and antimicrobial capacity [38]. 

Vitamin E is one of the most effective regulators of the immune system. This 
vitamin is often found in immune cells, and the deficiency of this vitamin may 
therefore impair the normal functions of the immune system in animals and humans. 
A deficiency may be corrected with a diet containing foods known to have vitamin E; 
this is better than vitamin E supplements. Foods, on the other hand, naturally contain 
an appropriate amount, and have other matching antioxidants, which together, have 
synergistic effects to make the whole better than the sum of its parts. This evolved 
combination is better than supplementing any individual antioxidant alone. Foods 
known to contain high amount of alpha-tocopherol are sunflower seeds, olive oil, 
and almonds. There are other naturally evolved characteristics of the actual food 
with advantages over supplements, such as digestive aids to help the body use them 
more efficiently. Supplements may be resorted to in extreme, short-term cases such 
as chronic deficiencies. Even then, it is unknown what the optimal dose should be 
for an individual at different ages, life conditions, or how well the body in different 
conditions will be able to utilize the supplements in the first place. 

Alpha-tocopherol is a predominant form of vitamin E and plays an important role 
in antioxidant functions, cell signaling, and gene regulatory functions [39]. Alpha-
tocopherol’ effectiveness is partially due to its ability to react with lipid peroxyl 
radicals at a rate several orders of magnitude faster than the peroxyl radical propaga-
tion reaction [40]. Figure 6 shows the structure of vitamin E (α-Tocopherol) molecule, 
as well as its radical form and representative ESR spectrum [41]. The ESR spectrum 
of vitamin E (α-Tocopherol) indicates the existence of a stable form of the vitamin E 
radical, suggesting that vitamin E donates electrons to other less stable free radicals, 
stopping the chain reaction of free radicals, while remaining a safe and stable radical 
itself. It should also be noted that, while the alpha-tocopherol form of vitamin E is 
the most popular, other forms of vitamin E (e.g., other tocopherols and tocotrienols)
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Fig. 6 Molecular structure 
of vitamin E 
(Alpha-Tocopherol) 
molecule and its radical, as 
labeled. Two first-derivative 
ESR spectra of the 
alpha-tocopherol radical 
before and after gamma 
irradiation are also shown in 
the figure. Source M. Shah 
Jahan et al., Book Chap. 4, 
Free Radical Processes in 
Medical Grade UHMWPE, 
Computational Science and 
its Applications, Fig. 4.12, 
p. 72 (2020) 

may also have beneficial functions; therefore, their study may be good future work 
to pursue, similar to alpha-tocopherol. 

One other potent antioxidant is the palm acai berry (Euterpe oleraceae). Native to 
South America, acai has been revealed as a potential source of dietary phytochemi-
cals. These phytochemicals show strong antioxidant activities, providing antimicro-
bial, antidiarrheal, anthelmintic, antiallergic, antispasmodic, and antiviral protection 
[42]. Diets rich in phytochemicals have been reported to reduce neurodegenera-
tion and limit disease progression [43]. Carotenoids and anthocyanins are the main 
components of the acai fruit [44]. Figure 7 shows the molecular structure of antho-
cyaninand the ESR spectrum of non-irradiated Acai powder [45]. The ESR spectrum 
of non-irradiated organic Acai powder indicates the presence of a natural anthocyanin 
radical in the form of polyphenol. Such polyphenols become unreactive free radicals 
after electron donation to neutralize more harmful types of free radicals.

Camu-camu (Myrciariadubia), a fruit from the Amazon region, has shown effec-
tive antioxidant functionalities against human infectious diseases, thought to be 
primarily due to its high content of vitamin C [46]. Camu fruit is a versatile berry,
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Fig. 7 Molecular structure 
of Anthocyanin (the major 
component of Acai fruits) 
and the ESR spectrum of 
organic acai powder as 
received. Source of 
Molecular structure Rafael 
R. Caiado, Acácio Alves 
Souza Lima-Filho, Eduardo 
B. Rodrigues, Michel Eid 
Farah, Mariana Batista 
Gonçalves, Bruno de 
Queiroz Alves, Joao 
Guilherme Palma Urushima, 
Raul Ragazzi, and Mauricio 
Maia, Analysis of 
Anthocyanins Extracted 
from the Acai Fruit (Euterpe 
oleracea): A Potential Novel 
Vital Dye for 
Chromovitrectomy, Journal 
of Ophthalmology, 9, Fig. 1, 
p. 2, (2018)

with its pulp, seeds, and skin all presenting antioxidant potential in differing degrees. 
The phenolic compounds found in camu-camu are quercetin, cyanidin-3-glucoside, 
ellagic acid, and ellagitannins. The molecular structure of phenolic compounds in 
the camu fruit and an ESR spectrum of organic camu powder are shown in Fig. 8. 
The ESR spectrum of camu powder indicates the presence of phenolic radical which 
is formed by donating electrons to the nearest naturally produced free radicals.

In recent years, redbeet (Beta vulgaris) has received increasing attention for its 
biological function toward the benefit of human health. Figure 9 shows the molec-
ular structure of the active component betalains (betanin) and the ESR spectrum of 
betalains radical, which is known to remove oxidative stress, prevent DNA damage, 
and reduce LDL (low-density lipoprotein) cholesterol. Betalains also has antitumor 
properties through inhibiting cell proliferation, angiogenesis, inducing cell apoptosis, 
and autophagy [47, 48]. The ESR spectrum of organic redbeet powder indicates the 
presence of active betalains compound as antioxidant.

Theobroma Cacao seeds, commonly consumed in beverages and chocolate, have 
been demonstrated as an effective antioxidant and anti-inflammatory due to its 
content of polyphenols such as flavonoids and phenolic acids [49]. Several epidemi-
ological studies have observed the effectiveness of cacao against disease. Report 
suggests that polyphenols such as resveratrol, an antioxidant of cacao, can play a 
role in the prevention and control of cancer [50]. The moderate consumption of 
chocolate has also been demonstrated to reduce cardiovascular risk [51]. Figure 10 
shows the basic molecular structure of procyanidin, which is an antioxidant in cacao
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Fig. 8 Molecular structure of phenolic compounds found in camu powder and the ESR spectrum 
of organic camu powder as received. Source of Molecular structure Alice Fujita et al., Evaluation 
of phenolic-linked bioactives of camu-camu (Myrciariadubia Mc. Vaugh) for antihyperglycemia, 
antihypertension, antimicrobial properties, and cellular rejuvenation, Food Research International, 
77: 194–203, Fig. 1, p. 195 (2015)

seeds [52], and the ESR spectrum produced by procyanidins radical. The excess 
electrons of phenolic compounds of procyanidins allow them to donate electrons to 
the less stable free radicals and become unreactive and stable radical itself.

Coffee contains phenolic compounds such as caffeine, chlorogenic acid, 
trigonelline, cafestol and kahweol. These compounds provide beneficial effect for 
human health by showing high antioxidant activity, antimutagenic activity, hepato-
protective action, reduced incidence of type 2 diabetes mellitus, reduced risk of 
cardiovascular diseases, decreased incidence of inflammatory diseases, reduced 
menopausal symptoms, and others [53]. Figure 11 shows molecular structure of 
caffeine and the ESR spectrum of a typical store-bought coffee [54]. The ESR 
spectrum of caffeine radical confirms the antioxidant capacity of caffeine molecules.

The g-values of antioxidant (polyphenols) containing foods were also determined 
using ESR technique. In results, it has been observed that the g-values of antioxidant 
containing foods range from 2.0044 to 2.00578 which are listed in Table 2. Figure 12 
shows the typical ESR spectrum of antioxidant containing food as a function of 
g-values.
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Fig. 9 Molecular structure 
of betalains (the active 
ingredient of redbeet 
powder) and the ESR 
spectrum of organic redbeet 
powder as received. Source 
of Molecular Structure 
Bhupinder Singh, Bahadur 
Singh Hathan, Chemical 
composition, functional 
properties and processing of 
beetroot—a review, 
International Journal of 
Scientific and Engineering 
Research, 5 (1), p. 680 
(2014)

6 Summary 

Human health has been an increasing interest of research along with the development 
of modern science. Researchers are constantly applying their innovative ideas and 
technologies to enhance the defensive activities of the cell immune system against 
the harmful factors. Since free radicals are a vital cause of cellular damage leading 
to disease, the study of free radicals and antioxidants is important. The current study 
has focused on explaining the origin, as well as the function, of free radicals in 
the human body and how they can be controlled by consuming the micronutrients 
available in the natural plant derived diets. The experimental observations suggest 
that all the polyphenol compounds of natural antioxidants are rich in hydrogen (H) 
atoms, which causes the antioxidants to donate electrons easily to the free radicals 
and stabilize them, while the antioxidants become safe, stable, and unreactive radicals 
themselves.
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Fig. 10 Molecular structure 
of procyanidins (the active 
ingredient of cacao seeds) 
and the ESR spectrum of 
cacao powder as received. 
Source of Molecular 
structure Pubchem, National 
center for Biotechnology 
information
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Fig. 11 Molecular structure 
of caffeine and the ESR 
spectrum of instant coffee as 
received. Source of 
Molecular structure Alireza 
Baratloo et al., The Role of 
Caffeine in Pain 
Management: A Brief 
Literature Review, 
Anesthesiology and Pain 
Medicine, Fig. 1, p. 2 (2016)

Table 2 g-values of 
antioxidant containing foods Sample g-values 

Vitamin E 2.0044 

Acai 2.00521 

Camu 2.00559 

Redbeet 2.00574 

Coffee 2.00572 

Cacao 2.00578 

<Original to the author>
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Fig. 12 ESR spectra of 
antioxidant containing foods 
as a function of g-values
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1 Introduction 

The idea of fuzzy sets was first developed by Zadeh [11] in 1965 In 2010, Meng 
[3] developed the idea of CI-algebras. 2014 saw a review of the theory of the Carte-
sian product of BE/ CI-algebras by Pathak et al. [6]. In 2016, Pulak Sabhapandit 
et al. [9] investigated the anti-fuzzy ideals notation for CI-algebras. In 2012, Sithar 
Selvam et al. [10] described the homomorphism of CI-algebras and anti-fuzzy subal-
gebras. In 2010, Meng [4] pioneered the idea of the closed filters in CI-algebras. In 
2018, Chanwit Prabpayak [2] first discussed the idea of N-Fuzzy D-Subalgebras of 
D-Algebras. Year 2019 saw the introduction of N-Fuzzy BH-Subalgebras of BH-
Algebras by Anitha and Kandaraj [1]. The notion of D-Algebras was first presented 
in 1999 by Neggers and Kim [5]. In 2022, Ismail et al. [7] introduced the concept 
of On Product of Doubt ψ-Ǫ- Fuzzy Subgroup, and in 2022, Premkumar et al. 
[8] detailed the new notation of a doubt K-Ǫ-Bipolar fuzzy BCI-Ideals and Fuzzy 
BCI-Implicative Ideals in 2022. 

In this paper, we introduced the concept of Doubt Triangular Norm (ω)-Fuzzy CI-
Subalgebras (Doubt ω−FCI −SAs) and Homomorphism of CI-Algebras established 
some of its results in details. 

2 Preliminaries 

Definition 2.1 ([9]) Let X be a CI-algebra. A FSμ in X is called a FCI − Iof X if. 

(i) μ
(
â′ ∗ −b

) ≥ μ
(
â′), ∀â′, −b ∈ X 

(ii) μ
((
â′ ∗ (−b ∗ č

)) ∗ č
) ≥ min

{
μ

(
â′), μ

(−b
)}

, ∀x, y, ̌c ∈ X 

Definition 2.2 ([10]) A FS μ in a CI-algebra X is called a FCI − SA of X if 
μ

(
â′ ∗ −b

) ≥ min
{
μ(x), μ

(−b
)}

, ∀â′, y ∈ X . 

Definition 2.3 It is a function N : [0, 1]2 → [0, 1] satisfying the following 
properties. 

(i) N
(
â′, 1

) = â′

(ii) N
(
â′, −b

) = N
(−b, â′)

(iii) N
(
â′, N

(−b, ̌c
)) = N

(
N

(
â′, −b

)
, ̌c

)

(iv) N
(
â′, −b

) ≤ N
(
â′, ̌c

)
whenever −b ≤ č, ∀â′, −b, ̌c ∈ [0, 1].



Algebraic Properties of Doubt ω-Fuzzy CI-Subalgebras and Ideals … 93 

3 Triangular Norm (ω)-Fuzzy CI-Subalgebras 
in CI-Algebras 

Definition 3.1 A Doubt FS ξ in a CI-Algebra of κ. Then ξ is called a DoubtFCI −SA 
of κ with respect to a Doubtω−FCI−SA of κ if the following conditions are satisfied: 

ξ (π ∗ ϑ) ≤ {ξ (π )ωξ (ϑ)}, ∀π, ϑ ∈ κ. 

Example 3.1.1 Let κ = {0, a, b, c} be a set. 

* 0 a b c 

0 0 0 0 0 

a a 0 0 a 

b b b 0 0 

c c c c 0 

Define a Doubt FS ξ of κ by ξ (0) = 0.6 and ξ (π ) = 0.3 ∀π 	= 0. 
We define a Triangular Norm, 
ω : [0, 1]2 → [0, 1] by ω(π, ϑ) = min{π + ϑ − 1, 0}, ∀π, ϑ ∈ κ. 

Theorem 3.2 If κ be a CI-Algebra, let ξ be a Doubt ω − FCI − SA of κ and 
η′ ∈ [0, 1], then we have the following conditions: 

(i) Let η′ = 1, then the upper level of ξ in κ, �
(
ξ,  η′) is either empty or a CI-SA 

of κ. 
(ii) Let ω = ∧, then �

(
ξ,  η′) is either empty or a Doubt FCI − SA of κ. 

(iii) Let ω = ∧, then ξ (0) ≤ ξ (π ), ∀π ∈ κ. 

Proof 

(i) Assume that �(ξ,  1) is not empty. 

Let π, ϑ ∈ �(ξ,  1). Thus, we have ξ (π ) ≤ 1 and ξ (ϑ) ≤ 1. 
Since ξ is a Doubt ω − FCI − SA of κ, 
now 

ξ (π ∗ ϑ) ≤ {ξ (π )ωξ (ϑ)} 
≤ {1ω1} 
= 1. 

⇒ π ∗ ϑ ∈ �(ξ,  1). 
∴ �(ξ,  1) is a FCI-SA.
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(ii) Let us assume that �
(
ξ,  η′) is not empty. 

Let π, ϑ ∈ �
(
ξ,  η′). Then we have ξ (π ) ≤ η′ and ξ (ϑ) ≤ η′. 

This follows that 

ξ (π ∗ ϑ) ≤ {ξ (π )ωξ (ϑ)} 
≤ {ξ (π ) ∧ ξ (ϑ)} 
≤ {π ∧ π} = π 

⇒ π ∗ ϑ ∈ �
(
ξ,  η′), 

∴ �
(
ξ,  η′) is a CI-SA. 

(iii) Let π ∗ π = 0, we have 

ξ (0) = ξ (π ∗ π ) 
≤ {ξ (π ) ω ξ  (π )} 
= {ξ (π ) ∧ ξ (π )} 
= ξ (π ). 

⇒ ξ (0) ≤ ξ (π ), ∀π ∈ κ

�
Theorem 3.3 If ξ be a Doubt FS of CI-Algebra κ is a Doubt ω − FCI − SA iff for 
every η′ ∈ [0, 1], ξ η′

is either empty or a SA of κ. 

Proof Let ξ be a Doubt ω − FCI − SA of κ and ξ η′ 	= ∅. 
Then, for all, ϑ  ∈ ξ η′

, 
we have 

ξ (π ∗ ϑ) ≤ {ξ (π ) ω ξ  (ϑ)} ≤
′
η . 

∴ π ∗ ϑ ∈ ξ η′
. Hence, ξ η′

is a Doubt ω − FCI − SA of κ. 
Converse. 
Assume that π ∗ ϑ ∈ κ. 
Take η′ = {ξ (π )ωξ (ϑ)}. 
Then, by assumption, ξ η′

is a Doubt ω−FCI − SA 

∴ ξ (π ∗ ϑ) ≤
′
η = {ξ (π ) ω ξ  (ϑ)}. 

∴ ξ is a Doubt ω − FCI − SA of κ.
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4 Homomorphism of Doubt Triangular Norm (ω)-Fuzzy 
CI-Subalgebras and Ideals in CI-Algebra 

Definition 4.1 Let ψ :′ 
 →′ Y be an endomorphism and ξ be a Doubt ω − FS in 
κ. We define a Doubt ω − FS in κ by ξψ inδ as ξψ (π ) = ξ (ψ(π )), ∀π ∈ κ. 

Definition 4.2 Let ψ be a mapping on a set κ, and ξ be a Doubt ω − FS of ψ(κ). 
Then the Doubt ω -FS ξψ is called preimage of ξ under ψ. 

Definition 4.3 Let κ be a CI-algebra. A Doubt FS ξ in κ is called a Doubt ω−FCI −I 
of κ if 

(i) ξ (π ∗ ϑ) ≤ ξ (ϑ), ∀π, ϑ ∈ κ 
(ii) ξ ((π ∗ (ϑ ∗ τ )) ∗ τ ) ≤ {ξ (π )ωξ (ϑ)}, ∀π, ϑ, τ ∈ κ . 

Definition 4.4 Let
(′
, ∗, ν

)
and

(′Y ,◦ , ν ′) be CI-algebras. A mapping ψ :′ 
 →′ Y 
is said to be a homomorphism if ψ(π ∗ ϑ) = ψ(π )◦ψ(ϑ), ∀π, ϑ ∈ κ. 

Lemma 4.4 The epimorphism preimage of a Doubt ω−FCI−SA of κ is a Doubt ω− 
FCI − SA. 

Theorem 4.5 If ψ :′ 
 →′ Y be an Epi− FCI − A and ξ be a Doubt ω − FCI −SA 
of Y, then ξψ is a Doubt ω − FCI − SA of κ . 

Proof Let ψ :′ 
 →′ Y be an Epi − FCI − A and ξψ is obviously a Doubt ω − FS 
of κ. 

Let π, ϑ ∈ κ. Then ξψ (π ∗ ϑ) = ξ (ψ(π ∗ ϑ)) 

= ξ ((ψ(π ) ∗ ψ(ϑ)) 
= ξ ((ψ(π ) ∗ ψ(ϑ)) 
≤ {ξ (ψ(x)) ω ξ  (ψ(ϑ))} 
≤ {

ξψ (π ) ω ξψ (ϑ)
}

Hence, ξψ is a Doubt ω − FCI − SA of κ. �

Theorem 4.6 If ψ be an En − FCI − A of κ. Then ξ is a Doubt ω − FCI − I of κ, 
then so is ξψ . 

Proof Let ψ be an En − FCI − A of κ. 
Let π, ϑ, τ ∈ κ 

ξψ {(π ∗ (ϑ ∗ τ )) ∗ τ } = ξ{ψ((π ∗ (ϑ ∗ τ )) ∗ τ } 
= ξ{ψ(π ∗ (ϑ ∗ τ )) ∗ ψ(τ )} 
= ξ{(ψ(π ) ∗ ψ(ϑ ∗ τ )) ∗ ψ(τ )} 
= ξ {(ψ(π ) ∗ (ψ(ϑ) ∗ ψ(τ ))) ∗ ψ(τ )}
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≤ {ξ (ψ(π )) ω ξ  (ψ(ϑ))} 
= {

ξψ (π ) ω ξψ (ϑ)
}

∴ ξψ {(π ∗ (ϑ ∗ τ )) ∗ τ } ≤ {
ξψ (π ) ω ξψ (ϑ)

}

Hence, ξψ is a Doubt ω − FCI − I of κ. �

Theorem 4.7 Let ψ :′ 
 →′ Y be a Homo− FCI − A. If ξ is a Doubt ω − FCI − I 
of Ύ then ξψ is a Doubt ω − FCI − I of κ. 

Proof Let π, ϑ, τ ∈ κ. 
Now, ξψ {(π ∗ (ϑ ∗ τ )) ∗ τ } = ξ{ψ((π ∗ (ϑ ∗ τ )) ∗ τ } 

= ξ{ψ(π ∗ (ϑ ∗ τ )) ◦ ψ(τ )} 
= ξ {(ψ(π ) ◦ ψ(ϑ ∗ τ )) ◦ ψ(τ )} 
= ξ

{
(ψ(π )◦(ψ(ϑ)◦ψ(τ )))◦ψ(τ )

}

≤ {ξ (ψ(π )) ω ξ  (ψ(ϑ))} 
= {

ξψ (π ) ω ξψ (ϑ)
}

∴ ξψ {(π ∗ (ϑ ∗ τ )) ∗ τ } ≤ {
ξψ (π ) ω ξψ (ϑ)

}
. 

Hence, ξψ is a Doubt ω − FCI − I of κ. �

5 Doubt Triangular Norm (ω)-Fuzzy CI-Subalgebras 
in Cartesian Product of CI- Algebras 

Definition 5.1 An ξ1 and ξ2 be Doubt ω − FCI − SA of a CI-Algebra κ. The  
direct product of Doubt ω − FCI − SAs ξ1 and ξ2 defined by ξ1 × ξ2(π, ϑ) = 
{ξ1(π )ωξ2(ϑ)}, ∀π, ϑ ∈ κ. 

Theorem 5.2 If ξ1 and ξ2 be Doubt ω − FCI − SA of a CI-Algebra κ, let κ be a 
CI-Algebra. Then ξ1 × ξ2 is a Doubt ω − FCI − SA of κ. 

Proof Let ξ1 and ξ2 be Doubt ω − FCI − SA of a CI-Algebra κ. 
Put ξ = ξ1 × ξ2, and let π, ϑ ∈ κ. 
Then, we have

ξ ((π1, π2) ∗ (ϑ1, ϑ2)) = ξ (π1 ∗ ϑ1, π2 ∗ ϑ2) 
= (ξ1 × ξ2)(π1 ∗ ϑ1, π2 ∗ ϑ2) 
= {ξ1(π1 ∗ ϑ1)ωξ2(π2 ∗ ϑ2)} 
≤ {(ξ1(π1)ωξ1(ϑ1))ω(ξ2(π2)ωξ2(ϑ2))}
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= {(ξ1(π1)ωξ2(π2))ω(ξ1(ϑ1)ωξ2(ϑ2))} 
= {((ξ1 × ξ2)(π1, π2))ω((ξ1 × ξ2)(ϑ1, ϑ2))} 
= {ξ (π1, π2)ωξ (ϑ1, ϑ2)}. 

Hence, ξ1 × ξ2 is a Doubt ω − FCI − SA of κ. �

6 Conclusion 

Hence, we have discussed the Doubt Triangular Norm (ω)-Fuzzy CI-Subalgebras in 
CI-Algebra, which adds another dimension to the defined Homomorphism of Doubt 
Triangular Norm (ω)-Fuzzy CI-Subalgebras and Ideals in CI-Algebra and Cartesian 
Product of Doubt Triangular Norm (ω)-Fuzzy CI-Subalgebras in CI-Algebra. This 
concept can further be generalized to fuzzy translation and multiplication of Doubt 
Triangular Norm (ω)-Fuzzy CI-Subalgebra of CI-Algebra in our future work. 
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Elastoplastic Behavior of Transversely 
Isotropic Piezoelectric Disc Made 
of Functionally Graded Material 
with Variable Thickness Under Rotation 

Richa Sharma , Vikash Ghlawat, and Khursheed Alam 

Abstract The aspiration of the present research paper is to present analysis of 
stresses distribution and displacement in a circular disc under the effect of rota-
tion and of transversely isotropic piezoelectric functionally graded material with 
variable thickness. The stress components have been deduced analytically by using 
transition theory. The various components of stress are derived for the disc under 
rotation by applying the transition theory developed by Seth. Electrical displacement 
and mechanical stress equations are calculated using the stress–strain relationship. 
By inserting the obtained relation into the equilibrium equation, the unequal differen-
tial equation is derived. With the increasing value of thickness parameter, the radial 
stress changes in the intermediate surface of the rotating disk. Results have been 
discussed numerically and depicted graphically. 
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1 Introduction 

In the present time, the smart materials are of vast significance in engineering 
and scientific research. Smart materials are defined as the materials having prop-
erties which can be changed significantly by the applications of external stimuli, 
for intense stress, by variation in temperature, moistness, pH, electric, or magnetic 
fields. Examples of smart materials are materials that exhibit piezoelectric charac-
teristics, shape memory polymers and such type of alloys, pH sensitive polymer, 
magneto caloric material, pyroelectric material, and thermo-piezoelectric material. 
The internal generation of an electric current has a result of mechanical force appli-
cations is known as direct piezoelectric material. The material which exhibits piezo-
electric effect are known as piezoelectric material. Piezoelectric material is widely 
used in various sensing devices, waves, shock control devices, MEMS devices, navi-
gation, medical instruments, household kitchen appliances, and smart structures. 
Most commonly piezoelectric materials that we used are Quartz, Barium Titanate 
(BaTiO3), Rochelle Salt, and polyvinylidene fluoride. 

To ensure that piezoelectric devices function reliably under varying temper-
ature conditions, it is essential to introduce temperature effects while devel-
oping mathematical models of scientific research problems. Therefore, elec-
trothermal coupling theory and thermomechanical coupling thermoelastic theory 
are presented by different authors. Mindlin [1] derived a theory of piezoelectric ther-
moelastic materials. A few years later, Mindlin [2] developed equations for thermoe-
lastic piezoelectric materials under the influence of high-frequency vibration. Chan-
drasekharaiah [3] extended Mindlin’s piezoelectric theory to account for finite rates of 
thermal oscillations. Tauchert [4] later applied this thermoelastic theory of piezo-
electric materials to composite panels. Eringen [5] included the effect of elec-
tromagnetic field in micropolar thermoelasticity. Eringen [6] derived micropolar 
piezoelectricity. This theory can be applied to porous electric materials and various 
synthetic materials also. There is great used of this theory in intelligent structure 
system, piezoelectric composite structure appliances, loud speakers, and ultra-sonic 
transducers. Iesan [7] presented linear theory of piezoelectricity for microstretch 
piezoelectric materials and proved uniqueness and reciprocity theorems. Marin [8] 
derived the expression for the solutions of elasticity problems concerned with dipolar 
porous materials. Migroski and Ochal [9] discussed the dynamical bilateral problem 
for viscoelastic piezo thermoelastic medium with the adhesion effect. Sharma and 
Sharma [10] discussed harmonic plane waves in an anisotropic piezoelectric ther-
moelastic medium. Othman and Ahmed [11] discussed the rotational effect on the 
piezo electric thermoelastic medium under four different theories of thermoelasticity. 
The fundamental governing equations for an anisotropic porous magneto-piezo ther-
moelastic media were introduced by Kumar and Sharma [12]. This model estab-
lishes the reciprocity theorem, the uniqueness theorem, and the variational principle. 
In 2016, Kumar and Sharma established the variational principle, uniqueness, and 
reciprocity theorems for porous magnetic piezo-thermoelastic media. Sharma and 
Radakovic [13] find an analytical solution of elastic–plastic stresses in thin rotating
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disc composed of piezoelectric material. Eringen, A.C. [14] developed a continuous 
theory of microstretch elasticity subject to electromagnetic fields as a microstructural 
model to calculate deformations and stress fields in elastic solids with interconnected 
voids, microcracks, or stretchable microelements. Iesan and Quintanilla [15] inves-
tigated the effects of a concentrated heat source and a concentrated volume charge 
density using the linear theory of microstretch thermos piezoelectricity. 

In last four decades, many scientific and engineering applications have forced 
the researchers to work with functionally graded materials. Atkinson and List [16] 
investigated steady-state crack transmission in medium with elastic moduli variation 
as exponentially. The plane elasticity problem for a nonhomogeneous medium with a 
crack was examined by Delale and Erdogan [17], who demonstrated that the thickness 
constraint and Poisson’s ratio have a minor impact on the stress intensity factors. Noda 
and Jin [18] and Jin and Noda [19] also measured cracks under the effect of transient 
thermal loads. Recently, Gunghas et al. [20] and Kalkal et al. [21] have studied several 
issues of micropolar functionally graded materials. 

In this present research, we have considered the piezoelectric effect and trans-
versely isotropic properties for functionally graded material, i.e., FGMs. The dynam-
ical problem is then solved by using analytical technique. The boundary conditions 
for stress components have been solved numerically. The resulting physical param-
eters are depicted graphically to explore the effect of piezoelectric parameter and 
rotation effect. In this paper, elastic and plastic parameters have been computed in 
a disc with rotation composed of transversely isotropic piezoelectric material with 
internal pressure by applying transition theory. 

2 Mathematical Formulation 

We take a thin disc under rotation having a & b as internal radius and external radius, 
respectively, and ω as angular velocity of the disc. A thin disc is assumed as we are 
discussing the state of plane stress, i.e., (Tzz = 0). 

Displacement components are 

u = r(1 − β), v = 0, w = dz, β  = f (r) (1) 

where β is a function of r = 
√
x2 + y2 and d is some constant. 

Now stress–strain relation for this problem is 

T rr = (c11err + (c11 − 2c66) e�� + c13e22 − e11Er 

T�� = (c11 − 2c66)err + c11e�� + c13ezz − e12Er
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Tzz = Tzr = Tr� = T�z = 0 (2)  

Components of strain are as follows: 

err = 
1 

n

[
1 − (rβ ′ + β)n

] = 
1 

n

(
1 − βn (1 + p)n

)
, eθθ  = 

1 

n

[
1 − βn

]
, 

ezz = 
1 

n

[
1 − (1 − d )n

]
Er = 

1 

η11

[
1 

r 
− 

e11 
n 

(1 − βn (1 + ρ)n ) − 
e12 
n 

(1 − βn )

]
(3) 

For functionally graded material, the material constants are assumed as 

c11 = c011
( r 
b

)k 
, c66 = c066

( r 
b

)k 
, c13 = c013

( r 
b

)k 
, c12 = c012

( r 
b

)k 
, h = h0

( r 
b

)m 

(4) 

Equation of equilibrium for rotating disc: 

d 

dr 
(hrTrr) − hTθθ  + ρhω2 r2 = 0 (5)  

Putting the values from Eqs. (2) to (4) in Eq.  (5), we get a nonlinear differential 
equation in β as 

−
(
C011β

n+1 + βn+1
( r 
b

)−k ∈2 
11 

η11

)
p(1 + p)n−1 dp 

d β 

= +βn p

{
(c011 − 2c066)

( r 
b

)k − 
e11e12 
η11 

. 
1 

r

}

− 
1 

n

(
1 − βn

){
(k + m + 1)(c011 − 2c066)

( r 
b

)k + 
m 

r 
.e11e12 − c011

( r 
b

)k − 
e2 12 
η11

}

− 
1 

n

[
1 − β(1 + p)n

]{
(k + m)c011

( r 
b

)k + 
e2 11 
η11 

(k + 1) + 2c066
( r 
b

)k − 
e11e12 
η11

}

− 
1 

n 
(1 − (

1 − d)n
){

c013(k + m)
( r 
b

)k
}

+ m 
e11 
η11 

. 
1 

r 
− 

e12 
η11 

. 
1 

r 
− ρw2 r2 (6) 

Boundary conditions are assumed as 

Trr = −p1atr = a; Trr = −p2atr = b (7)
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3 Transition from Elastic to Plastic State 

According to transition theory, a material in an elastic state change to plastic 
at a critical point P → ±∞. 

For evaluation of stresses, transition function is taken as 

R = Trr + B, where B is constant (8) 

Taking logarithmic differentiation of Eq. (8), we get 

d 

dr 
(log R) = 

βnp

{
(c011 − 2c066)

( r 
b

)k − 
e11e12 
η11 

. 
1 

r

}

−1 

n

(
1 − βn)

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

(k + m + 1)(c011 − 2c066)
( r 
b

)k 

+m 

r 
.e11e12 − c011

( r 
b

)k − 
e2 12 
η11 

⎫ 
⎪⎪⎬ 

⎪⎪⎭ 

−1 

n

[
1 − βn(1 + p)n

]

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

(k + m)c011
( r 
b

)k 

+ 
e2 11 
η11 

(m + 1) + 2c066
( r 
b

)k − 
e11e12 
η11 

⎫ 
⎪⎪⎬ 

⎪⎪⎭ 

−1 

n 
(1 − (

1 − d)n
){

c013(k + m)
( r 
b

)k} + m 
e11 
η11 

. 
1 

r 
− 

e12 
η11 

. 
1 

r 
− ρw2r2 

+ 
βnp 

r

{
(c011 − 2c066)

( r 
b

)k − 
e11e12 
η11

}
+ 

k 

r 

c013 
r

( r 
b

)k 
(1 − (1 − d)n 

+ 
e11 

η11r2 
+ 

k 

r 

c011 
n

( r 
b

)k 
(1 − βn(1 + p)n

)

+k 

r

(
c011 − 2c066) 

n

)( r 
b

)k(
1 − βn)

c011
( r 
b

)k 
. 
1 

n 
[1 − βn(1 + p)n

] +
(
c011 − 2c066 

n

)( r 
b

)k 
(1 − β)n 

+c013 
n

( r 
b

)k 
(1 − (

1 − d )n
) + 

e2 11 
nη11 

(1 − βn(1 + p)n
)

+e11e12 
nη11

(
1 − βn)−e11 

η11 
. 
1 

r 
+ B 

(9) 

ApplyingP → ±∞  in Eq. (9), we get 

d 

dr 
(log R) =

[
k + m − k r

]
c011 + 2c066 + (m + 1)

(
e2 11 
η11 

− e11e12 
η11

)(
b 
r

)k 

−c011 − e2 11 
nη11
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(log R) =

[
(k + m)r − klogr

]
c011 + 2rc066 − k 

b(m+1)

(
e2 11 
η11 

− e11e12 
η11

)

( r b )−k−1 

−c011 − e2 11 
nη11 

+ logA 

R = AeF 

where F =
[
(k + m)r − klogr

]
c011 + 2rc066 − k/b(m + 1)

(
e2 11 
η11 

− e11e12 
η11

)(
r 
b

)−k−1 

−c011 − e2 11 
nη11 

(10) 

From Eqs. (3) and (10), the expressions for transitional stresses are as follows: 

trr = AeF − B, tθθ  = (1 + m)
(
AeF − B

) + rAeF F ′ + ρw2 r2 (11) 

Using Eqs. (7) and (11), we have 

A = p2 − p1(
eF

)
b 
− (

eF
)
a 

, B = 
−p2

(
eF

)
a + p1

(
eF

)
b(

eF
)
b 
− (

eF
)
a 

(12) 

Using Eqs. (11) and (12), transitional stresses are 

trr = p2 − p1(
eF

)
b −

(
eF

)
a 

eF + 
−p2

(
eF

)
a + p1

(
eF

)
b(

eF
)
b −

(
eF

)
a 

tθθ  = (1 + m)

(
p2 − p1(

eF
)
b −

(
eF

)
a 

eF + 
p2

(
eF

)
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Fully plastic stresses are given as 
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where F1 = 
k/b(m + 1)
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From Eq. (13), we have Tressa’s yield criteria as 
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From Eq. (15), it is evaluated that |trr − tθθ | yields maximum value at r = a which 
result in 
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Also, it has been analyzed that at r = b, Eq. (15) yields a fully plastic yielding 
stress as 
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Now, the non-dimensional form of all the parameters is defined as 
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From Eq. (14), non-dimensional form of transitional stresses is given as 
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tθ 1 = (1 + m)
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Fully plastic stresses in non-dimensional form of Eq. (19) are  
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4 Numerical Discussions 

Figures 1, 2, 3, and 4 are drawn for transitional hoop and radial stresses with 
different values of radii ratios, angular velocity, and pressure for piezoelectric mate-
rials BaTiO4 and PZT4. Figures 1a and b are drawn with internal pressure 5, external 
pressure 10, and angular velocity 5. It is observed from the figure that the radial stress 
increases with increasing value of the radius ratio and is maximum at the outer surface 
of the disc. Circumferential stresses decreases with radii ratios and attains their 
maximum value at the internal surface of the disc, also the stress is maximum for k 
= 3. Hoop stresses are maximum for piezoelectric material BaTiO4. These stresses 
increase with the increasing value of angular velocity as can be seen from Figs. 2a, b. 
It is observed from the Fig. 3a, b that radial stresses are increasing with the radio ratio 
and hoop stresses are decreasing with the radio ratios. Hoop stresses are maximum at 
the internal surface. These stresses increase with increasing value of angular velocity 
as observed from Fig. 4a, b.

Figures 5, 6, 7, and 8 are drawn for fully plastic hoop and radial stresses with 
different values of radii ratios, angular velocity, and pressure for piezoelectric mate-
rials BaTiO4 and PZT4. Fully plastic hoop stresses are maximum at the internal 
surface and radial stresses are maximum at the outer surface of the disc as can be 
seen from Fig. 5a, b. These stresses increase with increasing value of angular velocity. 
It is observed from Fig. 7a, b that radial stresses are increasing with the radio ratio



Elastoplastic Behavior of Transversely Isotropic Piezoelectric Disc … 107

(a) (b) 

0.5 0.6 0.7 0.8 0.9 1.0 
0 

50 

100 

150 

200 

R 

St
re
ss
es
 

0.5 0.6 0.7 0.8 0.9 1.0 
0 
20 
40 
60 
80 
100 
120 
140 

R 

St
re
ss
es
 

Fig. 1 Radial and hoop stresses for piezoelectric materials with 
 = 5; p1 = 5; p2 = 10 
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Fig. 2 Radial and hoop stresses for piezoelectric materials with 
 = 10; p1 = 5; p2 = 10 
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Fig. 3 Radial and hoop stresses for piezoelectric materials with 
 = 5; p1 = 0; p2 = 10
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Fig. 4 Radial and hoop stresses for piezoelectric materials with 
 = 10; p1 = 0; p2 = 10
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Fig. 5 Fully plastic stresses for piezoelectric materials with 
 = 5; p1 = 5; p2 = 10

and hoop stresses are decreasing with the radio ratios. Hoop stresses are maximum at 
the internal surface. These stresses increase with increasing value of angular velocity 
as observed from Fig. 8a, b. 
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Fig. 6 Fully plastic stresses for piezoelectric materials with 
 = 10; p1 = 5; p2 = 10 
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Fig. 7 Fully plastic stresses for piezoelectric materials with 
 = 5; p1 = 0; p2 = 10 
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Fig. 8 Fully plastic stresses for piezoelectric materials with 
 = 10; p1 = 0; p2 = 10
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5 Conclusion 

The deformations in a thin circular disc made of Barium Titanate (BaTiO3) and PZT-
4 (piezoceramic) materials are studied. The disc is subjected to angular velocity, 
temperature, and pressure. Based on all numerical calculations and graphs, it is 
observed that rotation and temperature have significant effect on disc. There is a 
significant increase in radial and circumferential stresses with the increase in temper-
ature and angular velocity. So, the disc made of piezoelectric material PZT-4 (piezo-
ceramic) is better than Barium Titanate (BaTiO3). The results obtained can be used 
to design different engineering structures. 
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Detection and Classification 
of Pneumonia from Chest X-rays Using 
Image Based Deep Learning Methods 

Radhika Chanian and H. D. Arora 

Abstract Artificial intelligence (AI) has progressed from splitting innovation to real 
world applications as deep learning methods have advanced. AI is used in illness 
diagnosis and therapy, care coordination, medication research and development, 
and precision medicine. Collaborative efforts across disciplines will be essential 
for developing new AI algorithms for medical applications. One suitable strategy is 
to utilise machine learning to help clinicians diagnose chest X-ray images. In this 
study, we analyze the important methodology for developing an AI model and selec-
tion of appropriate machine learning techniques, locating openly available datasets 
of chest X-ray images (JPEG). Training datasets, deep learning models, and analysis 
methodologies have been tested using freely available sets of chest X-ray images. We 
used chest X-ray pictures from the Chest X-Ray Images (Pneumonia) collection for 
our research. This dataset is connected to the work on image-based deep learning for 
identifying medical diagnosis and curable disorders. This dataset comprises 5,856 
chest X-ray pictures classified as Normal and Pneumonia. The Pneumonia category 
contains graphics of pneumonia that have been identified as either bacterial or viral. 
Further, we examine the best Convolutional Neural Network (CNN) model for the 
task that has been evaluated using a test set of chest x-ray images. Several measures 
are used to assess the model’s performance such as accuracy, precision, recall, F1 
score, and AUC score. 
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1 Introduction 

All through history, viruses and physical ailments have resulted in numerous fatalities 
and produced severe situations which have necessitated a protracted battle for survival 
[1]. Pneumonia is the leading cause of infant death worldwide. Although pneumonia 
is frequently thought to only affect the elderly, it is truly the most prevalent infectious 
cause of death among children globally. Over 700,000 children under the age of five 
lose their lives to it annually, notably more than 153,000 new-born who are especially 
susceptible to infection [2]. 

An infection of the respiratory tract caused by microorganisms or other pathogens 
is termed pneumonia. Nonetheless, this common bacterial or viral infection may be 
successfully treated with penicillin and preventative medications. Early diagnosis 
of viral or bacterial pneumonia and the resulting delivery of the proper medication 
might occasionally significantly help to avoid the patient’s health from worsening 
and finally resulting in a fatality [3]. If the patient was afflicted too severely, they 
might need oxygen treatment, which provides additional assistance for breathing. 
Nowadays, the strongest and most reliable method for identifying pneumonia is chest 
X-rays [4, 5]. Pneumonia chest x-ray images are blurry and frequently misconstrued 
as other illnesses or innocuous anomalies. 

Because of the differences in symptoms, addressing pneumonia in children and 
adults is distinct. Also, the youngsters are quite susceptible to treatment. Probiotics, 
antiviral drugs, antifungals, relievers, and cough suppressants will be utilised in 
pneumonia preventative medicine. If it approaches peak form, the patient is given 
oxygen treatment. Also, the patient should practice self-care by resting, drinking lots 
of fluids, and not overstressing the body. A patient should go through these therapies 
to recover from pneumonia. Besides this, specialists occasionally misclassify bacte-
rial or viral pneumonia radiographs, resulting in incorrect medicine being adminis-
tered to patients and therefore deteriorating their health [6–9]. There are significant 
perceptual variations in physicians’ judgements in identifying pneumonia. In low-
resource countries (LRC), especially those with rural populations, there is also a 
scarcity of qualified radiologists. As a result, the development of computer-aided 
diagnostic (CAD) systems that can help radiologists quickly identify different types 
of pneumonia through chest X-ray pictures is therefore urgently needed. 

Several biological issues (for example, brain tumour diagnosis, breast cancer 
detection, and so on) are now employing Artificial Intelligence (AI) based approaches 
[5, 10–12]. Convolutional neural networks (CNNs) results showed promising results 
in image classification and have thus been largely acknowledged by the scien-
tific community [13]. Machine learning (ML) has been extended by deep learning. 
Donald Hebb initially presented machine learning in his book The Organization of 
Behaviour. Following that, machine learning methods were implemented. The reason 
deep learning machine learning accesses chest X-rays. 

Kallianos et al. [14] is getting prominence is because they can be effectively 
employed with minimal imaging methods as well as the considerable amount of infor-
mation accessible for training several various machine learning models [15, 16]. The



Detection and Classification of Pneumonia from Chest X-rays Using … 115

primary goal of CNNs is to create an artificial architecture that is similar to the visual 
system of the human brain. CNNs have the benefit of being able to retrieve additional 
meaningful information from the complete image instead of created attributes [2, 17]. 
Much attempts and emphasis have lately been directed into imaging technologies and 
deep learning in pneumonia illness. 

Deep learning [18] is a neural network architecture that consists of five layers, 
which include input, pooling layers, convolution layers, fully inter linked layers, 
and an output dense layer [19]. Considering this framework, deep learning models 
outperformed earlier up-to-date approaches in the identification and classification of 
pneumonia illness and depicted high precision [20]. 

2 Background of Deep Learning Algorithms 

2.1 Convolution Neural Network (CNN) 

CNNs are a form of neural network that is extensively employed in the identification 
of images and computational vision applications. They are based on the structure 
and roles of the brain’s visual cortex, which interprets visual data hierarchically. The 
convolutional component is the foundation of a CNN, and it employs an array of 
filters (also known as kernels or weights) on the input image in order to identify 
significant characteristics [21]. To create an additional characteristic mapping, the 
filters glide over the provided image and execute component-wise amplification and 
summing. Convolution is the name given to this procedure. 

Pooling layers, which minimize the attributes of maps to lower their dimensions 
spatially and boost their resilience to tiny fluctuations in the input, are also common 
in CNNs. Max pooling is the most frequent pooling procedure, which picks the 
largest value inside a pooling interval. Eventually, the convolutional and pooling 
layer result is routed via one or more fully connected layers that conduct regression 
or classification procedures on the retrieved attributes. When programming a CNN, 
backpropagation is employed to adjust the balance of the filtering and fully linked 
layers having the goal of minimising a specific type of function of loss. CNNs have 
demonstrated cutting-edge performance in various recognition of image applications, 
involving detecting objects, differentiation, and classification [22]. 

CNNs are a form of neural network that is extensively employed in the identifica-
tion of images and computational vision applications. They are based on the structure 
and roles of the brain’s visual cortex, which interprets visual data hierarchically. The 
convolutional component is the foundation of a CNN, and it employs an array of 
filters (also known as kernels or weights) on the input image in order to identify 
significant characteristics [21]. To create an additional characteristic mapping, the 
filters glide over the provided image and execute component-wise amplification and 
summing. Convolution is the name given to this procedure.
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Pooling layers, which minimize the attributes of maps to lower their dimensions 
spatially and boost their resilience to tiny fluctuations in the input, are also common 
in CNNs. Max pooling is the most frequent pooling procedure, which picks the 
largest value inside a pooling interval. Eventually, the convolutional and pooling 
layer result is routed via one or more fully connected layers that conduct regression 
or classification procedures on the retrieved attributes. When programming a CNN, 
backpropagation is employed to adjust the balance of the filtering and fully linked 
layers having the goal of minimising a specific type of function of loss. CNNs have 
demonstrated cutting-edge performance in various recognition of image applications, 
involving detecting objects, differentiation, and classification [22]. 

2.2 Transfer Learning 

Transfer learning [23] is a deep learning approach that includes applying the under-
standing obtained by a model that was previously trained to an unknown assignment. 
It enables the transmission of information from a big and complicated dataset to a 
smaller or less complex one, allowing the development of algorithms capable of 
solving novel issues with a little quantity of data to train. A pre-trained model from 
a bigger set of data is typically utilised as the foundation for training on an unknown 
dataset in deep transfer learning. 

The pre-trained model is often generated on a huge set of images labelled with 
many different classes, such as ImageNet [24]. The new layers are linked to the 
final result of the model that has been pre-trained, which provides the data to be 
fed to the newly created layers. Transfer learning has been demonstrated to be 
extremely successful in a vast scope of applications, including image identifica-
tion, audio recollection, natural language processing, and even drug development 
[25] (Fig. 1). 

The pre-trained model has learnt to recognise visual attributes that are important 
to a wide range of classes, giving it an effective starting point for new assignments.

Fig. 1 Approach of transfer learning 
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The information is transferred by utilising the quantities of the previously trained 
model and just training the additional layers which have been included to the model 
for the fresh assignment. 

3 Methodology 

3.1 Dataset Description 

In this research study, there has been utilisation of the open-source chest X-ray 
pneumonia database readily accessible on Kaggle, which consists of 5856 chest X-
ray (JPEG) images. The images present in the said dataset have resolutions fluctuating 
from 640 × 640 to 1024 × 1024. 

In the dataset, there are a total of 1583 images which are subjected to normal 
cases, whereas 4273 images are subjected to pneumonia cases. 

The dataset is divided into an appropriate number of training, validation, and 
testing datasets. The entire dataset is then distributed in ratios of 70, 15, and 15% for 
the training, validation, and testing datasets, respectively. 

Table 1 depicts the dissemination of the data during the training, validating, and 
testing stages of the suggested model. In our proposed model, 0 denotes normal 
instances and 1 denotes pneumonia instances. Figure 2 depicts some of the dataset’s 
X-ray image samples. 

3.2 Dataset Pre-processing 

The procedure of preparing and altering the unprocessed information to an appro-
priate format for assessment is known as data preparation. This stage is a critical 
phase in data analysis since it determines the degree of reliability and accuracy 
of the final outcomes. Multiple steps are involved in the procedure, including data 
cleansing, combining data, data modification, and data compression. 

For example, image input could be scaled to correspond with the dimension of 
an image neural network. Since, it’s apparent that the dataset is severely unbalanced 
(Fig. 3.). We have about three times the typical number of pneumonia patients here. 
When it pertains to medical data, this is a fairly typical occurrence. The data will

Table 1 Dissemination of 
the dataset Type Train Validation Test 

Normal 2981 643 649 

Pneumonia 1118 235 230 

Total 4099 878 879
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Fig. 2 Samples from training dataset illustrating normal and pneumonia cases

always be skewed. Either there will be an excess of normal instances or an excess of 
illness cases.

Data Augmentation 

As formerly indicated, CNNs carry out significantly with enormous datasets. The 
functioning database, however in contrast, is not that vast. Several batches of tensor 
image data using real-life dataset can be developed that allows the image data 
preprocessing and transformation to become easier and efficient while training of 
the proposed model. 

The goal of data augmentation is to boost both the scope and variety of the training 
dataset by generating new instances through different procedures. It improves the 
effectiveness of the model by subjecting it to a broader range of variances resulting 
in it being more resilient to differences in the input data. 

For this research study, image augmentation was performed by rotation of images 
around by an angle ranging from 0 to 180 degrees, that essentially spins the pixel of 
the image window and occupies the region of the image when there was previously 
no image pixel. Images in the training dataset were rotated by an angle of 0.3, some 
of the images were shifted at random vertically and horizontally by 25% of the height 
and width respectively, shearing of some of the images randomly by 20%, flipping 
images at random horizontally and vertically, zooming images at random by 40%,
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Fig. 3 Total number of cases belonging to the two classes in the training dataset

and fill mode was selected as the nearest. The augmented data is generated randomly 
from the training dataset, which is illustrated in the following Fig. 4.

3.3 Model Approach 

ResNet50V2 

A CNN (Convolutional Neural Network) that has been pre-trained is a representation 
of a neural network that has been developed using an extensive set of data to recognise 
distinctive characteristics and patterns in images. The network is then trained on an 
enormous amount of images and its labels, and the weights and biases learnt by the 
network are then retained as a pre-trained model. Vikash et al. exploited and worked 
on the notion of transfer learning in a deep learning structure which was beneficial 
in the identification of pneumonia using pre- trained Image-Net networks [26] and 
their respective compositions. A basic overview of the said pre-trained architecture 
ResNet50V2 is provided below:

• Its architecture, which has 50 layers, enables the creation of extremely deep 
networks while eliminating issues like disappearing gradients. 224 × 224 × 3 
is the size of input image.

• The first layer is a convolutional layer with 64 7 × 7 filters and a stride of 2, which 
decreases the input size by 50%.
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Fig. 4 Augmented images from training dataset

• A batch normalisation layer is inserted after each convolutional layer to normalise 
the activations and accelerate training.

• In order to further minimise the input data, a max pooling layer with a pool size 
of 3 × 3 and a stride of 2 is included.

• The residual blocks are the fundamental building components of ResNet50V2. 
Each residual block has numerous convolutional layers accompanied by a skip 
connection that adds the initial input to the convolutional layers’ output. This 
aids the algorithm overcome the vanishing gradient problem and allows it to learn 
richer interpretations.

• At the network’s end, a global average pooling layer is added to create a singular 
vector by combining the attributes maps. 

Fine-Tuned Approach 

For our proposed model, the quantity of training data needed to obtain high perfor-
mance on the new job was reduced using fine-tuning technique, which enabled the 
transmission of information learnt by a model from one domain to another related 
area. The practice of further developing an algorithmic model that has already been
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trained on an additional task or dataset that is connected to the initial objective is 
known as fine-tuning a model. 

In the proposed model, three full connected dense layers were added after the 
average pooling layer. A tensor has been flattened into a one-dimensional vector using 
the flatten() method. Following flattening the model in the fully linked layer, dense 
layer 1 with 512 units and ReLU activation function was implemented. Afterward, 
a dropout layer with a dropout size of 0.3 was applied. subsequently, a dense layer 
2 with 256 units and the activation function ReLU was added. After the dense layer 
2, additional dropout layer utilising a dropout size of 0.3 was added, followed by a 
dense layer 3 containing 2 units with the softmax activation function (Fig. 5).

4 Experimental Parameterization and Performance 
Assessment Metrics 

This section consists of the experimental setup, including the optimizer, deep learning 
tuning parameters, and performance measures used to determine the efficacy of the 
model. 

4.1 Experimental Setup 

The experiments were conducted employing the programming language Python and 
the subsequent empirical parameters such as the following: We used 70 and 15% of 
the images for training and testing, correspondingly, for data segmentation. We made 
it certain that the images selected for testing are not utilised during training. All the 
images in the dataset were scaled to 256 × 256 pixels in order for training the deep 
transfer learning models. These train environments are as follows: epoch size is set 
to 50, categorical cross-entropy is chosen as the loss function, As the optimisation 
tool, Adam is utilised, with a base learning rate set to 0.001, and batch size set 
to 32 for all the dataset (train/val/test). Also, in the optimisation section metrics 
such as accuracy, recall, specificity, precision, and AUC value has been chosen for 
performance assessment of all the models. Furthermore, all the models are trained 
separately. Moreover, rather than the 1000 classes used in ImageNet, a final dense 
layer is modified in single models to produce two classes indicating normal and 
pneumonia. 

Adam Optimizer 

Adam (Adaptive Moment Estimation) is a deep learning optimisation method that 
is extensively utilised for updating the model’s parameters throughout training. It 
also provides faster convergence and is fairly resilient to hyperparameter selection. 
It retains an exponentially diminishing aggregate of squared slopes and historical
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Fig. 5 Overview of the architecture of our proposed CNN model

slopes of the parameters which is then employed to modify the variables in order to 
tailor to the loss function’s structure. 

By keeping the average movement of the gradient and the subsequent phases 
of the gradient, it integrates the benefits of momentum and RMSprop, 2 additional 
optimisation techniques. As a result, the model’s convergence occurs more quickly, 
and its generalisation capabilities are enhanced. 

Categorical Cross-Entropy 

In machine learning, categorical cross-entropy is a frequently used loss function, 
employed for both binary and multiclass classification problems. The degree to which



Detection and Classification of Pneumonia from Chest X-rays Using … 123

the expected probability distribution differs from the actual probability distribution 
of the intended class labels is measured. The categorical cross-entropy loss function 
is given as follows: 

categoricalloss = −(
ytrue × log(ypredictions

))

where ytrue serves the true class label (0 or 1) and ypredictions denotes the expected 
probability that it belongs to the positive class (i.e., the class denoted by label 1). 

Early Stopping 

Early stopping is a machine learning strategy intended to reduce over-fitting and 
enhance a model’s generalisation effectiveness. In the course of the model’s training, 
early stopping is implemented which monitors the validation dataset performance and 
it essentially stops the training process when the efficiency of the validation dataset 
starts degrading. In the proposed model, Patience is taken to be 10 which denotes the 
number of epochs or iterations that are needed until terminating the training procedure 
when efficiency on the validation set no longer improves. Verbose is chosen to be 1 
which will generate less information, reducing complexity and making the training 
procedure less noisy, and restore_best_weights has been set to “True” in order to 
retain the model’s weights to their best documented state during the training process. 
This implies that the weights at the end of the epoch where the model has achieved 
its best performance will be preserved instead of the weights at the end of training. 

Loss Learning Rate Scheduler 

An example of a learning rate scheduler in Keras is the LossLearningRateScheduler, 
which modifies the learning rate in accordance with the loss function’s output. The 
learning rate increases if the loss function continues to improve, decreases when it 
reaches a plateau, or both. When the learning rate is too elevated the model may 
exceed the minima, which may be avoided by using this scheduler. 

The training and testing processes are carried out on an NVIDIA GPU T100 with 
24 Go RAM. The parameters used for training the proposed model and the other 
deep learning models with which a comparison has been made are demonstrated in 
Table 2. 

Table 2 Experimentation 
parameters for model training Parameters Values 

Initialised weights ImageNet 

Input image size 256 × 256 
Model output Softmax probability 

Total number of epochs 50
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4.2 Performance Assessment Metrics 

Metrics for performance assessment are used to assess a model’s performance in 
different deep learning and machine learning models. 

Accuracy 

Accuracy is a measure in machine learning that quantifies the percentage of accurate 
predictions produced by a model on a particular set of data. Accuracy is described 
as the ratio of accurate predictions to total predictions produced by the model. 
Mathematically, accuracy is defined as: 

accuracy = nTP + nTN 
nTP + nTN + nFP + nFN × 100 

Accuracy is a popular measure in machine learning, particularly in binary classi-
fication situations in which the aim is to determine whether an instance corresponds 
to one of two categories. 

Recall 

Recall is a measure in machine learning that assesses the model’s capacity to recog-
nise each pertinent case of certain classes in a collection of data. The proportion of 
true positives (TP) to the total of true positives and false negatives (FN) is known as 
recall. Mathematically, recall is defined as: 

recall = nTP 

nTP + nFN × 100 

Recall is often referred to as sensitivity or the true positive rate (TPR). It is an 
effective measure for binary classification issues in which the aim is to establish 
whether a case belongs to one of two classes. A high recall score implies that the 
model performs well at detecting all instances of the positive label. 

Specificity 

Specificity is a performance metric in binary classification that assesses a model’s 
capacity to accurately recognise negative cases, commonly known as True Negative 
Rate (TNR). It is defined as the proportion of correct negative predictions to total 
negative cases in the dataset. Mathematically, specificity is defined as: 

specificity = nTN 

nTN + nFP × 100 

Specificity is an essential statistic, particularly if the negative class is more inter-
esting or relevant, as in medical diagnostics, where false negatives might have catas-
trophic implications. A model that has greater specificity is more likely to properly 
detect negative cases, resulting in fewer false negatives.
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Precision 

Precision is a measure in machine learning that assesses a model’s capacity to produce 
accurately predicted outcomes for any particular class. Precision is defined as the 
proportion of true positives (TP) to the total of true positives and false positives (FP). 
Mathematically, precision is defined as: 

precision = nTP 

nTP + nFP × 100 

Positive predictive value (PPV) is another term for precision. It serves as an 
effective measure for binary classification issues in which the aim is to establish 
whether or not an instance belongs to one of two classes. A higher precision score 
implies that the model is effective at producing positive predictions for the particular 
class and is less prone to producing false positives. 

F1 Score 

The F1 score (f1) is a machine learning measure that incorporates recall and precision 
into a single number, offering an equitable evaluation of the efficacy of a model. The 
f1 score is a harmonic average of precision and recall, with a value of 1 indicating 
flawless precision and recall. Mathematically, f1 score is defined as: 

f 1 = 2 × recall × precision 
recall + precision 

The f1 score serves a purpose in binary classification issues with asymmet-
rical distributions of categories, for instance, fraud detection, spam classification, or 
medical evaluation problems, when suitable precision and recall for both categories 
are required. The f1 score uses the harmonic mean, which gives more significance 
to the lesser of the two values, implying that a model must have high recall and 
precision in order to score highly. 

The terms “positive case” and “negative case” are used to describe the pneumonia 
and normal, respectively. As a result, nTP and nTN stand for the accurately predicted 
normal and pneumonia images, respectively, whereas nFP and nFN stand for the 
incorrectly predicted normal and pneumonia instances, respectively. 

ROC-AUC (Area Under the Curve) Score 

AUC score is an assessment measure for evaluating a binary classification model’s 
competence to differentiate between categories that are positive and negative. The 
Receiver Operating Characteristic (ROC) curve’s area beneath the curve is used to 
compute the area under the curve (AUC) measurement. The effectiveness of a binary 
classification model at different criteria for categorization is shown visually by the 
ROC curve. For different barrier values, it fundamentally contrasts the true positive 
rate (TPR or recall) and the false positive rate (FPR or specificity). The AUC score 
can vary from 0 to 1, with 0 representing poor performance and 1 representing
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Fig. 6 Interpretation of ROC curve 

ideal performance. To evaluate the AUC value, it takes the actual test labels and the 
predictions made on the test dataset as arguments (Fig. 6). 

5 Evaluation of Performance Metrics, Comparative Study 
and GradCAM Visualisation 

This section provides the results of our proposed model, and a comparison has been 
made with some deep learning algorithms on the basis of the classification report, 
confusion matrix, loss curve, and ROC-AUC curve. Also, there is a gradCAM visual-
isation of random chest x-ray images from the test dataset that illustrates the original 
image, a heatmap, and a superimposed image. 

5.1 Discussion 

In this section of the study, we will be discussing about several performance assess-
ment metrics in determining the efficiency of the proposed model and a comparison 
has been made with other DL algorithms as a means of demonstrating the dominance 
of the proposed model. 

For a comparative study, we have made use of the other deep learning models 
namely, VGG19, MobileNetV2, and DenseNet121.
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VGG19: VGG19 is a 19-layer convolutional neural network architecture devel-
oped by the Visual Geometry Group (VGG). It includes convolutional layers, pooling 
layers, and fully connected layers. The network’s initial layers are in charge of 
obtaining low-level information like corners and edges, whereas the deeper layers 
identify higher-level features like object components and object categories. The char-
acteristics retrieved by the convolutional layers are used by the fully linked layers 
[27] at the network’s conclusion to create predictions regarding the input image. 

It features a complex design with about 140 million distinct variables, making 
it ideal for the recognition of images applications [28]. Pre-training is the process 
of training a neural network using an enormous database, such as ImageNet [26], 
followed by utilising the learnt characteristics to initialise the network for an intended 
application. This can increase the network’s efficiency while also reducing training 
time for the assignment at issue. 

MobileNetV2: MobileNet_V2 [29] is an enhanced rendition of MobileNet_ 
V1. It is a convolutional neural network. It contains just 54 several layers and 
accepts an image size of 224 × 224. MobileNetV2’s structure is built on the 
concept of component-separated convolutional layers, which divide the convolu-
tion procedure between a depth-wise convolution and a point-wise convolution. This 
assists in minimising the amount of connectivity parameters and enhances network 
functionality on mobile devices that have restricted computing resources. 

The architecture of the network also contains numerous inversion residual blocks, 
which are intended to boost the network’s depiction capability whilst maintaining 
the processing expenses minimal. These blocks provide a skip connection between 
each block’s input and output, allowing the gradient to travel directly through the 
component without being reduced. 

DenseNet121: DenseNet121 is a 2016 convolutional neural network (CNN) struc-
ture that is a member of the DenseNet family of neural networks, known for being 
notable for their densely linked blocks. The input to each layer in DenseNet121 is 
the combination of all the characteristics mappings from the levels before it. This 
enables the system to save data from previous levels and minimizes the issue of 
vanishing gradients [27, 28]. It also leads to an increasingly effective network in 
terms of variable utilization, which permits deeper structures. 

DenseNet121 comprises 121 layers in its entirety, comprising four dense blocks 
(collections of densely linked convolutional layers) and three transition layers (used 
to lower the spatial dimensions of the characteristic mapping). The dense blocks 
enable the reuse of features, which enhances the network’s precision. The use of 
batch normalization and ReLU activation following each convolutional layer is a 
further vital component of DenseNet121 [22]. This assists in stabilizing the training 
process and accelerating convergence. 

Tables 3, 4, 5 and 6 provide the results of the two classes Normal (0) and 
Pneumonia (1) in the test dataset in the form of a classification report.

Classification Report 

In machine learning, a classification report is for analysing the performance of a clas-
sification model. It essentially summarises several different performance measures
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Table 3 Proposed model’s 
precision, recall, and f1 score 
on the basis of classification 
report 

Proposed model Precision Recall f1 score 

Normal (0) 0.93 0.96 0.94 

Pneumonia (1) 0.98 0.97 0.98 

Table 4 VGG19 model’s 
precision, recall, and f1 score 
on the basis of classification 
report 

VGG19 Precision Recall f1 score 

Normal (0) 0.84 0.95 0.90 

Pneumonia (1) 0.98 0.94 0.96 

Table 5 MobileNetV2 
model’s precision, recall, and 
f1 score on the basis of 
classification report 

MobileNetV2 Precision Recall f1 score 

Normal (0) 0.87 0.93 0.90 

Pneumonia (1) 0.97 0.94 0.96 

Table 6 DenseNet121 
model’s precision, recall, and 
f1 score on the basis of 
classification report 

DenseNet121 Precision Recall f1 score 

Normal (0) 0.91 0.90 0.91 

Pneumonia (1) 0.94 0.95 0.94

for each class in the dataset, which comprises of accuracy, recall, precision, f1 score 
and support (total number of samples in each class). 

The summary of the report described the extent to which the classification model 
has been performed for each class in the test dataset. It helped in determining the 
model’s advantages and disadvantages and in reaching judgements regarding how to 
enhance its efficiency. From the above classification report, on analysing the values 
for every metrics, it could be seen that the proposed model performed much better 
and hence emerging as a dependable model. 

Confusion Matrix 

When testing an algorithm for classification against a test dataset with known true 
values, a confusion matrix may be used to assess how well it performs. The predic-
tions about the true positive (TP), true negative (TN), false positive (FP), and false 
negative (FN) of the model are given by the tabular representation of a confusion 
matrix. A confusion matrix in a binary classification task generally consists of four 
distinct components: 

True positive (TP): The total number of occurrences in which an algorithm 
adequately predicts a positive outcome. 

True negative (TN): The total number of occurrences in which an algorithm 
adequately predicts a negative outcome. 

False positive (FP): The total number of occurrences in which an algorithm 
wrongfully predicts a positive outcome.
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False negative (FN): The total number of occurrences in which an algorithm 
wrongfully predicts a negative outcome. 

Figures 7, 8, 9 and 10 provide the results of the two classes Normal (0) and 
Pneumonia (1) in the test dataset in the form of a confusion matrix by providing the 
TP, TN, FP, and FN values for the proposed model and the other models. 

From the above confusion matrix, we can conclude that for our proposed model 
using the ResNet50V2 algorithm, the model was able to correctly identify 236 normal 
cases and 614 pneumonia cases, whereas the model incorrectly identified a total of 
29 images (Fig. 7). The confusion matrix components for every respective model

Fig. 7 Proposed model 

Fig. 8 VGG19 model
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Fig. 9 MobileNetV2 model 

Fig. 10 DenseNet121 
model

were utilised in the evaluation of performance assessment measures like accuracy, 
precision, recall, specificity, and f1 score. 

5.2 Numerical Analysis 

For a making a comparison between our suggested model and the other deep learning 
models, in terms of the performance metrics used in order to make conclusions about
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the effectiveness of the proposed model using the architecture of pre-trained model 
ResNet50V2. 

Results 

In this section, the numerical analysis has been done on the basis of the loss curve, 
and AUC score curve at each epoch. From the graphs, we can infer that during the 
training process, the validation dataset performed effectively since it was able to 
learn all the features. 

Loss Curve 

A training and validation loss curve is a plot of the model’s loss during training on the 
training and validation samples. The number of training epochs or iterations is shown 
by the x-axis, while the loss measure is represented by the y-axis. From Fig. 11 we 
can infer that the training and validation loss curves initially fluctuate, whereas as 
the training process progresses, both the training and loss curves rarely overlap and 
are close enough to indicate that the model has learnt to capture the pattern in the 
new data well enough (Figs. 12, 13 and 14). 

ROC–AUC Curve 

The basis for adopting AUC score as a performance metric is that when working 
with an unbalanced dataset, incorporating the area under the Receiver Operating 
Characteristic curve (ROC-AUC) as a performance assessment measure might be 
more insightful than accuracy alone. The AUC score goes from 0 to 1, with a high 
AUC value indicating that the model is proficient at differentiating between positive

Fig. 11 Proposed model
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Fig. 12 VGG19 model 

Fig. 13 MobileNetV2 model

and negative instances, whilst accuracy solely monitors the fraction of correctly 
categorised samples, which can be confusing when the set of data is unbalanced. 

On evaluating the predictions on the test dataset, we get the following results. An 
AUC (Area Under the ROC Curve) score of 0.9919 for both normal and pneumonia 
classes indicates that the model can accurately identify between positive and negative
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Fig. 14 DenseNet121 model

data, which is a strong indicator of its effectiveness (in Fig. 15). The proposed model 
performs well since the curve is concave up and closer to the plot’s top left corner, 
indicating a superior model for binary classification (Figs. 16, 17 and 18).

The numerical data in Tables 7, 8, 9 and 10 show the results achieved by using 
the components of a confusion matrix on the test dataset for each respective model.

From the above tables, we can draw conclusions that the proposed model gave 
performing results in comparison to the other models. To obtain a more thorough 
understanding of the model’s performance, we also calculated the f1 score, which 
measures the model’s ability to predict true positive samples while minimising false 
positives and false negatives. The model’s f1 score of 0.9769 indicates that it is 
performing effectively and provides a good proportion of precision and recall. 

5.3 GradCAM Visualisation 

For understanding and visualising deep neural networks by finding the areas of an 
input image that are crucial for an appropriate classification conclusion, a method 
called GradCAM (Gradient-weighted Class Activation Mapping) is used. A method 
called gradient class activation map (Grad-CAM) is utilised in CNNs to produce 
category-specific heatmaps. A trained CNN framework was used to build this class-
specific heatmap from a particular input image [30, 31].
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Fig. 15 Proposed model 

Fig. 16 VGG19 model
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Fig. 17 MobileNetV2 model 

Fig. 18 DenseNet121 model
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Table 7 Proposed model’s performance metrics 

Performance 
measures 

Accuracy (%) Recall (%) Precision (%) Specificity (%) f1 score 

Proposed 
model 

96.70 96.99 98.39 95.93 0.9769 

Table 8 VGG19 model’s performance metrics 

Performance 
measures 

Accuracy (%) Recall (%) Precision (%) Specificity (%) f1 score 

VGG19 model 94.42 94.07 98.41 95.47 0.9619 

Table 9 MobileNetV2 model’s performance metrics 

Performance 
measures 

Accuracy (%) Recall (%) Precision (%) Specificity (%) f1 score 

MobileNetV2 
model 

94.08 94.47 97.24 93.06 0.9584 

Table 10 DenseNet121 model’s performance metrics 

Performance 
measures 

Accuracy (%) Recall (%) Precision (%) Specificity (%) f1 score 

DenseNet121 
model 

94.99 94.52 98.53 88.89 0.9648

Approach 

For every class z, we first evaluate the gradient of the score for the class z, qz (prior 
to the softmax) with respect to the attribute mappings Ck of a convolutional layer. 
This allows us to derive the class biased localisation map of breadth x and height y 
for any class z. The neuron significance weights ck for the target class are obtained 
by global average-pooling these gradients that flow back. 

αz 
k = 

Global average pooling
︷ ︸︸ ︷
1 

W

∑

i

∑

j 

∂qz 

∂Ck 
ij︸︷︷︸

Gradients via backups 

We execute a weighted amalgamation of activation maps after computing ck for 
the desired class z, followed by ReLU. The following formula results in final class 
discriminative map.
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Lz Grad−CAM = ReLU
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k 

αz 
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k

)

︸ ︷︷ ︸
linear combination 

To determine the pneumonia detection full disclosure, the Grad-CAM method 
is implemented. For the visualisation of input images, the input images are prepro-
cessed, and the predictions are decoded using the appropriate command in order to 
extract the features. Furthermore, the last layer of the model is removed because 
it concentrates on the rich spatial representations learnt by the convolutional layers 
rather than the degradation of spatial knowledge that happens when transforming 
attributes into classification possibilities. 

This makes it possible to analyse the selection procedure of the machine learning 
model at a finer scale and can assist in determining which elements of the image 
being processed are deemed most crucial for the task of classifying. Since the layers 
that are fully linked in a deep neural network frequently do not include any spatial 
details about an input image, GradCAM employs the layer prior to those layers. On 
the contrary, they transform the preceding convolutional layers’ output attributes into 
classification likelihood, which is then applied to estimation. For our model, the last 
convolution layer is “conv5_block3_out”. 

With regard to the feature maps of the model’s last convolutional layer, the Grad-
CAM method calculates the gradients of the expected class outcome. Once these 
gradients have been combined, a heatmap highlighting the crucial areas of the input 
image that led to the estimated class is produced. The results are displayed as follows: 

The regions of the provided x-ray image that the model concentrates on during 
the procedure of detection and classification have been highlighted by this approach, 
indicating that the feature maps created in the final convolution layer involve the 
spatial information necessary to effectively preserve the visual pattern. This visual 
pattern aids in differentiating the courses that have been allocated. The layers and 
recovered characteristics of the trained model are used to apply the Grad-CAM 
approach. 

The first column of the above figure (Fig. 19) illustrates the original test dataset 
images, the second column depicts the heatmap visualisation of the original image; 
and the third column shows the GradCAM depiction, which is overlayed on the 
original image using the same dimensions of the input image. The most crucial areas 
are shown in the heatmap’s brightest colours (Yellow), which is then superimposed 
onto the original input images, which has been illustrated by the colour Red in the 
superimposed image. The areas of the input image that the model utilised to create 
predictions are visually represented in this way.



138 R. Chanian and H. D. Arora

Fig. 19 Grad-CAM visualisation of test dataset images 

5.4 Comparative Analysis 

In this section, there is a comparison of training and testing accuracy and loss of 
the proposed model and other deep learning models in order to determine how the 
suggested model often outperforms other DL algorithms (Fig. 20).

The model is doing extremely well on the test set, which is the unseen data, as 
opposed to the training dataset, with a testing accuracy of 96.70% and a training 
accuracy of 93.71%. The model’s generalisation ability to fresh data that it was not 
exposed to during training is gauged by the model’s testing accuracy. Consequently, a 
high testing accuracy shows that the model has made good progress in generalisation 
and is capable of making reliable assumptions about fresh data. The model’s outcome 
on the training data is measured by the training loss, and its outcome on an untested 
batch of observations that it hasn’t seen during training is measured by the testing 
loss. The test loss of 0.11976 and training loss of 0.16436 suggest that the model is
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Fig. 20 Comparison of accuracy and loss among all algorithms respectively

performing well on both the training and testing datasets. The fact that the difference 
between testing loss and training loss is significantly large depicting that the model 
does not fit the training data too closely and generalises effectively to new unseen 
information points. 

Also, in this section, a comparison is made between the other deep learning pre-
trained models and the proposed model based on the performance assessment metrics 
used. Table 11 provides information about the proposed model and other pre-trained 
models’ performance in distinguishing between the two classes. 

We analysed these pre-trained models based on the values of accuracy, recall, 
specificity, f1- score and AUC score shown in Table 11. The suggested model worked 
well, with a classification accuracy of 96.70%, where VGG19 and MobileNetV2 
followed DenseNet121 in order of accuracy, with 94.99% for DenseNet121, 94.42% 
for VGG19, and 94.08% for MobileNetV2. The suggested model outperforms 
existing models with an improved AUC value of 0.9919 for both the classes (Normal 
and Pneumonia). The suggested model has done exceptionally better than other 
models in terms of specificity as well.

Table 11 Comparison of performance metrics 

Performance measures Proposed model VGG-19 MobileNetV2 DenseNet121 

Accuracy 96.70% 94.42% 94.08% 94.99% 

Recall 96.99% 94.07% 94.47% 94.52% 

Precision 98.39% 98.41% 97.24% 98.53% 

Specificity 95.93% 95.47% 93.06% 88.89% 

F1 score 0.9769 0.9619 0.9584 0.9648 

AUC score 0.9919 0.9879 0.9858 0.9871 
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6 Conclusion 

A deep learning-based model has been developed in this work to categorise chest X-
ray images into two groups: pneumonia and normal class. The ResNet50V2 network’s 
design serves as the foundation for the proposed model, where we have fine-tuned the 
model by adding full linked layers and several other DL tuning hyperparameters like 
dropout ratio. This study was inspired by the expanding use of x-ray scan imaging 
techniques and CAD in the identification of medical disorders. Using pre-trained 
weights from the ImageNet dataset, transfer learning is being utilised to train, verify, 
and test this model across the dataset of chest x-ray jpeg images. 

The research’s diagnostic accuracy has been compared to state-of-the-art models. 
It has undergone a proper statistical evaluation in terms of performance, accuracy, 
recall, specificity, AUC, F1 score, and other properties. According to the results, 
the suggested transfer learning model operates better than cutting-edge techniques 
for automatically identifying radiographic illnesses. The recommended method is 
capable of differentiating between the two states. The suggested technique has an 
accuracy (96.70%), recall (96.99%), specificity (95.93%), F1 score (0.9769), and 
AUC (0.9919), and it can distinguish between the 2 states (pneumonia or not). 

7 Future Scope 

For deep learning to work successfully and avoid overfitting, a large amount of data is 
required. Medical imaging data on alarming deficits with low incidence are difficult 
to get in regular practice. Classifying pneumonia sometimes involves additional 
duties including identifying additional lung conditions or anomalies. To increase 
accuracy and efficiency, multi-task learning may be used to integrate several tasks 
into a single model. Also, we can include other diseases which could be diagnosed 
used chest x-rays. 

The effectiveness of the suggested model can be increased by employing model 
emulation techniques, refining the model by layer addition, and other regularisation 
approaches. By combining the capabilities of two separate networks in a way, we 
can more accurately diagnose pneumonia from chest X-ray pictures. Ensemble two 
different neural network models together and using the K-fold technique and observe 
the performance of the models. On the available datasets, the current models yielded 
promising results, nevertheless, they still need to be tested in real life situations. Real-
world data, such as clinical data or data obtained from multiple imaging modalities, 
can be utilised to validate the model’s conclusions.
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Precision Agriculture Using IoT Sensors 

Yashwardhan, Aakriti Kumari, Yatharth Negi, and Sudeep Varshney 

Abstract Advancement in IOT technology over years has led to emergence of many 
new concepts, smart agriculture is one of them. Smart agriculture systems include 
technologies such as IOT and wireless networks to reduce human intervention by 
monitoring environmental conditions and then take appropriate action based on user 
input. In India agriculture sector contributes more than 20% to GDP and above 70% 
population is involved in farming (Naresh and Munaswamy in Int. J. Recent. Technol. 
Eng. 7:98–102, 2019 [6]). To achieve the target of a 5 trillion-dollar economy, it is 
important to resolve the issues in farming. Modernization of traditional farming 
techniques can be a solution to this. Quality and quantity of agricultural yield can 
be improved by a smart agriculture system. This project aims at making a model of 
a smart agriculture system highlighting features like irrigation that is intelligently 
controlled and makes decisions based on precise real-time field data. It also includes 
features of monitoring soil condition, animal intrusion monitoring, weather manage-
ment, pest control, etc. All of these actions will be controlled by any remote smart 
device or internet-connected computer, and they will be carried out by integrating 
ESP32 with Wi-Fi, actuators, and sensors. 

Keywords Precision agriculture · UV light · IOT ·WSN 

1 Introduction 

Agriculture in the Indian economic system is one of the foremost occupations which 
is done by the rural people on a very large scale as it provides them job opportunities 
which can help them with earning basic necessities and to cope up with the society. 
This agricultural sector helps in generating food, fiber, various types of spices, and 
other products asked by the sophisticated society out there. Agriculture is the basic 
source of income for approximately 60% of India’s population and is the largest
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source of livelihoods among all the sectors present. Climatic changes will have 
a notable impact on the agricultural sector as nowadays the automobile industry, 
pharmaceutical industries, and various others are contributing to air pollution as well 
as water pollution by generating harmful pollutants and gases into the atmosphere 
such as CFCs, carbon dioxide, sulfur dioxide and releasing harmful toxic substances 
into the water bodies which in turn makes it difficult for irrigation of crops and reduces 
their productivity. Groundwater irrigation and rain-fed agriculture are some of the 
traditional concepts which are used to produce efficient crops which may use water 
content in a sustainable way. Our system is designed to use water more efficiently. 
In the earlier system the planter would manually go to the fields to make the water 
inflow, but now the system automatically does that efficiently. In India, the main 
source of employment is in the confederated sectors of agriculture. With 82 percent 
of growers being small and marginal, 70% of its pastoral houses still rely solely 
on husbandry for their survival. India is the world’s largest producer of pulses, with 
production reaching about (25% of total worldwide output), consumption about (27% 
of total global consumption), and importer (14%) of pulses [1]. The rising global 
water extremity: In addition to managing failure and conflict between water druggies, 
the available freshwater is further defiled by the mortal and beast population and the 
pollution situations have increased at an intimidating rate. If this pattern continues, 
food product usage will be confined, affecting mortal productivity and, as a result, 
the entire ecosystem in the future. The population has increased dramatically, and it 
has done so faster than the rate of increase in food production. This is the primary 
and most serious source of the problem (see Table 1). 

Every crop requires different amounts of water for the proper growth which also 
depends on various climatic zones. For example, a typical grass crop requires roughly 
6.5 mm of water per day in a semi-arid region with a mean temperature of 20 °C. A 
sub-humid climate with a mean temperature of 30 °C necessitates about 7.5 mm of 
water per day for the same grass crop [2]. 

A major contribution to the growth of any nation, especially developing countries, 
is accounted for by its agricultural sector. The low volume of crops and fruits is a result 
of the traditional methods of husbandry, which many farmers still use. However, it 
is observed that the advent of robotization has made the yields better. It is therefore 
believed that ultramodern wisdom and technological application in the agrarian sector 
will improve crop yield. But there are also many other factors that affect productivity, 
such as pest attacks, animal intrusion, and excessive use of pesticides. This, to an

Table 1 Average daily water need of standard grass during irrigation season 

Climatic zone Mean daily temperature 

Low (less than 15 °C) Medium (15–25 °C) High (more than 25 °C) 

Desert/arid 4–6 7–8 9–10 

Semi-arid 4–5 6–7 8–9 

Sub-humid 3–4 5–6 7–8 

Humid 1–2 3–4 5–6 
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extent, can be controlled by scattering germicides, applying sticky traps, or using 
ultrasonic pest repellers. It is also important to prevent attacks of wild animals and 
insects when the crop grows. To cater to all these issues, it is imperative to develop an 
intertwined system that works on all factors that affect productivity growth through 
all the stages, like cultivation, harvesting, and storage. This paper examines a useful 
system to capture near real-time field data and control field operations. It aims at 
making husbandry “smart” through application of robots and IoT technologies. The 
paper features sensors, which are interconnected with each other to provide real-
time field data and to perform tasks like humidity and temperature sensing, moisture 
sensing, etc. Additionally, it includes aspects of smart irrigation with smart control, 
which would be grounded on real-time field data. Lastly, wild animal intrusions is 
detected using motion sensors which may destroy the crops. Any remote smart device 
or computer will be used to control all of these procedures. Further actions will be 
carried out by integrating Esp32 with Wi-Fi, actuators, and sensors. 

2 Literature Review 

In [4], the author presents a smart system using IoT which includes various sensors 
like moisture and temperature sensor, humidity sensor and rain detection sensor for 
measuring various soil parameters. Smartphones with blynk are used as an interface. 
NodeMCU acts as the brain of the system and on the basis of fixed threshold moisture 
content it decides whether to water the crop or not. 

In [3], the authors used temperature, humidity, motion, and moisture sensors 
in which these sensors sense the real-time data and based on that data action is 
taken according to a threshold value which has been set already. It uses an android 
application as an interface which requires continuous internet connectivity. Also the 
irrigation system is of both type manually and as well as automated. 

In [5], the authors present a real-time monitoring model of soil parameters such 
as temperature, moisture, and Ph. This system also has the feature of crop disease 
detection using image analysis. Alerts will be sent through SMS. The whole system 
is solar powered. 

In [6], the authors used AVR microcontroller atmega, ZigBee module, temperature 
sensor, moisture sensor, humidity sensor, Obstacle sensor, Raspberry pi, Raspbian 
operating system, Sinaprog, AVR studio version 4, and camera. The system is divided 
into three different nodes. Node1 is a GPS-based mobile robot that will carry out 
functions such as Keeping vigilance, Bird and animal scaring, Weeding, and Spraying 
within the field boundary. Node2 is a warehouse which consists of temperature, 
humidity and motion sensor, water pump and room heater cooling fan interfaced 
with microcontroller. Node3 is smart irrigation which consists of a moisture sensor 
and according to the data which is processed by the microcontroller, the water pump 
is turned ON/OFF. 

In [7], the author’s purpose is a smart system which can be used in greenhouse 
and temperature dependent plants. This system has CC3200 as its main block which
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consists of an integrated microcontroller, network processor, and Wi-Fi unit on the 
same die. TMP007 temperature sensor and HDC1010 moisture sensor along with 
MT9D111 camera sensor is also integrated with CC3200. The captured current image 
is sent to farmers using GPRS. 

In [8], the authors proposed a system for precision agriculture which interfaces soil 
moisture, HR 202 humidity, LM35 temperature, and water level sensor. The proposed 
system is based on WSN system architecture. ARM processor is the microcontroller 
that serves as the system’s brain. When the water level sensor and soil moisture 
sensor sense the value which is less than the set threshold value then the motor will 
turn on automatically and if the moisture level increases beyond the set threshold 
value pump will be turned off. Recorded data and current state of motor is displayed 
through the LED screen as well as through any smartphone. 

In [9], the authors proposed android-based mobile application as a recommen-
dation system that will provide information regarding weather updates based on 
farmer’s location, new farming tools and technology, proper information about crops, 
fertilizers, daily market prices, and news/loan informational updates. Android SDK 
tool is used for the implementation. This app supports multiple languages. 

In [10], the authors mainly focused on locust problem and temperature and 
humidity forecasting. They have used temperature sensor, humidity sensor, soil mois-
ture sensor, water pump, speaker, UV light, Node MCU, and Raspberry pi. They use 
both web applications as well as Android applications. Machine learning algorithms 
such as linear regression and logistic regression are used to predict temperature and 
humidity from data. Because locusts are sensitive to noise, the “raspberry piʺ sends 
a command to” a speaker to make sounds in order to eliminate them. 

In [11], a Mobile robot is proposed by authors which consist of a transmitter 
section and monitoring section. Raspberry Pi 2 Model B acts as a microcontroller 
having various sensors including humidity sensor, pH sensor, Thermo hygro sensor, 
CO2 sensor, Soil moisture sensor, Obstacle sensor. Camera is also mounted on a robot 
which is interfaced with Raspberry pi 2 Model B to monitor the live events at the field. 
Robot performs tasks like sensing the soil parameters, spraying pesticides, making 
strange noises when encountering some obstacles and switching on the electric motor 
whenever there is shortage of moisture content in the crop fields. The monitoring 
section consists of an Android smartphone, ZigBee receiver, and a Laptop with 
application language. 

In [12], the authors use NodeMCU chip, humidity, temperature sensor, soil mois-
ture sensor, Arduino microcontroller. Blynk is used as an interface for Android and 
iOS and ThinkSpeak is used to visualize, analyze, and store the data which they get 
from sensors. When the temperature, humidity, and soil sensor sense the data which 
is less than threshold value then the pump will automatically ON.
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3 System Design and Analysis 

Proposed Model 

The proposed model of “Precision Agriculture Using IoT Sensors” combines 
several IoT sensors to enable efficient and data-driven farming practices. The model 
incorporates the following sensors: 

1. DHT11: For better crop yield it is important to check all soil parameters. DHT11 
sensor is used for temperature and humidity sensing. It outputs both tempera-
ture and humidity as serial data.DHT11 sensors can be purchased as sensors or 
modules. The only difference between sensors and modules is that modules have 
internal filter capacitors and pull-up resistors, and sensors must use them exter-
nally if needed. It has an operating voltage between 3.5 and 5.5 V and accuracy 
of −1% to +1% (see Fig. 1). 

2. HC-SR04: In our proposed system, HC-SR04 sensor detects the animal intrusion 
in the field. The transmitter releases a specially designed 8-pulse pattern. If 
pulses are reflected back it indicates the presence of obstruction. The distance 
of obstruction is calculated by multiplying the speed of sound (340 m/s) and the 
time taken by Echo pin to get the reflected pulse (see Fig. 2).

3. Soil Moisture Sensor: A soil moisture sensor is a tool that measures the soil’s 
present moisture content as well as its ability to store water. In order to measure 
the water content, a fork-shaped analytic device with two exposed conductors is 
placed into the soil or wherever the water content is to be calculated (see Fig. 3).

4. ESP32: We have used more powerful microcontroller than Arduino, i.e., ESP32. 
The Arduino falls short in many areas despite its great assets. Arduino has clock 
speed of around 16 MHz, whereas ESP32 has up to 240 MHz. It has 520 KB

Fig. 1 DHT11 (temperature 
and humidity sensor) 
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Fig. 2 HC-SR04 motion 
sensor

Fig. 3 Moisture sensor 

SRAM, 448 KB ROM, and 16 KB RTC SRAM. It also supports 802.11 b/g/n 
Wi-Fi connections at speeds up to 150 Mbps (see Fig. 4).

5. UV Light: Usage of pesticides in traditional agricultural practices can often lead 
to some of the major human diseases such as Alzheimer and asthma. There-
fore, usage of UV light can reduce the usage of pesticides and can help in high 
productivity of crops without any major drawback (see Fig. 5).

6. CAPACITOR—Capacitors are devices used to store electrical charge in elec-
trical circuits. Capacitors work on the principle that bringing a grounded

Fig. 4 ESP32 
microcontroller 
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Fig. 5 UV LEDs 

Fig. 6 Capacitor 12 V 1000 
UF 

conductor closer together significantly increases the capacitance of the conductor. 
So a capacitor has two plates spaced apart with equal and opposite charges (see 
Fig. 6).

7. IC LM7805—A 5 V voltage regulator known as the IC 7805 restricts the output 
voltage to 5 V throughout a range of input voltages. It provides the circuit with 
an additional layer of security and functions as a great component against input 
voltage fluctuations. It is affordable, easily accessible, and widely utilized (see 
Fig. 7).

By integrating these IoT sensors into a comprehensive system, farmers can gather 
real-time data on environmental conditions, plant health, and soil moisture. This 
data can then be analyzed and utilized to implement precision farming techniques, 
including targeted irrigation, nutrient management, and pest control. The model 
aims to enhance resource utilization, increase crop yields, and promote sustainable 
agricultural practices. 

It is important to note that the selection of specific sensors may vary based on 
the requirements of the farming system, crop types, and environmental factors. The 
mentioned sensors (DHT11, HC-SR04, UV lights, ESP32, and moisture sensor)
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Fig. 7 IC LM7805

represent a sample configuration for a Precision Agriculture system using IoT 
sensors. 

4 Working 

The system is implemented on the basis of the ESP32 IOT module, which works on 
3.3–5 V. The IC7805 is a voltage converter that is used to convert 12–5 V. The AC 
power supply is directly passed to the step-down transformer, which is connected 
to a rectifier circuit of 4 PN junction diodes that is used to convert the alternating 
current to direct current. Furthermore, the 470 uF capacitor is further connected to 
the terminals for smoothing the voltage (see Fig. 8).

The 5 V activates the ESP32 and all the other sensors connected to it. It is an 
IOT module that is used to communicate with routers and make local web applica-
tions. Sensors are connected to digital and analogue pins and continuously transmit 
data. ESP32 creates a local page which can be accessed by every device that is 
connected to the router. We have created the web page, which is designed in HTML, 
CSS, Bootstrap, and JavaScript, for client-side interaction such as input of a value 
and interaction with buttons. The system has 2 modes for irrigation: automatic and 
manual. In automatic mode, the farmer has to set maximum and minimum bound-
aries of moisture from the table provided on the webpage for various crops. As the 
values are set, JSON sends a parcel to ESP32 and the command gets encoded, and 
the pump works automatically based on those values and the current moisture level 
sensed by the moisture sensor. The application also has a weather forecasting system 
which will update regarding the weather forecast based on geographical location of 
farm field. Continuous temperature and humidity of soil is sensed by implementing 
the two-in-one sensor (DHT11), and the real-time data will be sent again using the 
JSON parcel from ESP32 to the server application, which will show the current
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Fig. 8 Circuit diagram of proposed system

temperature and humidity of the surrounding area as these two parameter plays an 
important role in crop growth. We also have the drastic feature of animal interference 
detection, where ultrasonic sensors working on sonar technology detect the presence 
of animals using variations in distance; this activity can also be accessed from the 
dashboard. We have used UV lights, which work as an alternative of pesticide, so 
that less pesticide should be used and more organic procedures can be followed. This 
can also be controlled using a dashboard by the farmer themselves. 

UV Light 

As a complement or alternative to pesticides, UV light offers farmers new options 
for disease control in plants. Ultraviolet (UV) light has been found to have pesticidal 
properties and can effectively control pests and pathogens in agricultural settings. 
Farmers face economic and environmental challenges as pathogens become resis-
tant to traditional fungicides. For microorganisms such bacteria, viruses, protozoa, 
fungus, and algae, UV-C radiation is the most powerful germicidal agent [9, 10]. 
The highest level of germicidal activity is produced by UV-C radiation with a wave-
length between 250 and 260 nm, while the maximum effect is produced by UV-C 
radiation with a wavelength of 253.7 nm. Research trials conducted have shown it to 
be effective in killing powdery mildew and downy mildew. This could be useful for 
both conventional and organic farmers. 

Weather Forecasting 

Everything in the atmosphere interacts to create different weather conditions and 
phenomena. In this system, we are developing an user interface through which we can 
get information regarding the weather at a particular location which in turn will help 
the user by sowing crops or to maintain moisture level beforehand. This can be done 
through weather API (Application Programming Interfaces) which allows you to
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connect large databases of weather forecasts and various other information. Weather 
is just the sum of all these interactions. Temperature, air pressure, wind (speed and 
direction), relative humidity, precipitation, visibility, cloud type and extent, sunshine 
duration, etc., are the conditions that determine the weather of a particular location. 

Animal Intrusion Detection 

The invasion of animals into living areas is increasing day by day, affecting human 
life and property, causing conflicts between humans and animals, but according to 
the laws of nature, all living things on this earth must be protected. Agriculture is 
the backbone of the economy, but animal encroachment on agricultural lands causes 
enormous crop losses. Elephants and other animals often attack the agricultural field 
adversely affecting farmers in many ways, including looting crops, damaging grain 
bins, damaging water supplies, homes and other property, and injuring or killing 
people. Indian farmers face serious threats from pests, natural disasters and animal 
damage, leading to lower yields. Because human and animal safety are equally impor-
tant. Therefore, animal intrusion detection systems are required in agricultural areas. 
The ultrasonic distance module HC-SR04 allows non-contact measurement from 2 to 
400 cm, with a distance accuracy of 3 mm. This module contains an ultrasonic trans-
mitter, receiver, and control circuitry. The transmitter releases a specially designed 
8-pulse pattern. If pulses are reflected back it indicates the presence of obstruction. 
Immediately, the APR board will turn on. A sound is played to distract the animal. 
The call will be sent to your dashboard. 

Fertilizer Recommendation 

Old traditional methods are no longer suitable for deteriorating soil and weather 
conditions. In fact, they adversely affect the soil. Unfortunately, even farmer expe-
rience is not yet sufficient to assess the impact of climatic conditions and soil on 
yield. Why? Because his NRT data on the ground is very low, if not zero. So we 
developed a recommendation system for farmers to help them make informed deci-
sions. Depending on the crop selected, the best pesticides will be suggested based 
on growth and crop type. 

Field Monitoring 

The real-time data that is received from the sensors connected can be shown to the 
user through the user interface. In that the user will be notified regarding the moisture 
of soil, temperature, encroachments through various sensors connected to the system, 
and the farmer can even set the limit for the water to sprinkle for a particular crop 
in order to yield high productivity. If the level of water falls below the set limit, 
the motor starts automatically, and if the water level rises up to set limit, the motor 
stops. Soil management can also be done by determining soil characteristics such 
as moisture content, soil humidity, and temperature. IoT sensors make it simple to 
calculate these parameters.
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Fig. 9 Proposed system 

5 Result 

As shown in Fig. 9, the experimental setup for the smart agriculture system in which 
the various sensors such as motion sensor, soil moisture sensor (HC-SR04), humidity 
sensor, and temperature sensor (DHT11) are connected to the microcontroller board 
(ESP32). The sensors will be fetching near real-time data from the environment and 
sending it to the controller. The result shows that if the moisture content is greater 
than the threshold value that is being set up by the user for the effective productivity 
of a particular crop then the water pump will automatically turn OFF and vice versa. 
And the trespassing of animals that may harm crop fields will be detected by motion 
sensors that will notify the user by an alert. 

In Fig. 10, the webpage has been developed which will be interfaced with the 
system in which the necessary information regarding the moisture content, tempera-
ture, fertilizers suggestion for the crops has been mentioned, by this the user will get 
a fair idea about setting up of threshold value. This interface will be used to turn ON/ 
OFF the UV light from a remote location. It will also provide us with the weather 
forecast feature in which the user gets to know about the humidity, temperature, 
and prediction of rainfall beforehand so that crops will not get damaged by climatic 
conditions.

6 Conclusion and Future Scope 

The above work aims to infuse technology to the field of agriculture (that has already 
been performed since ages through old traditional methods). The referred project is 
focusing on modifying our old traditional methods to ease out the process of agricul-
ture. As a result it has been observed that using this method the field of agriculture 
needs less manpower, more yield, less time-consuming; it will also definitely reduce 
the percentage of crops being wasted due to undesired amount of water or fertilizers 
applied to it. The sensor provided will automatically control the amount of water to
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Fig. 10 Designed web 
application

be provided to the field for respective crops. The various data collected are automat-
ically sensed by the sensor installed which therefore brings the requirements of the 
crops into the knowledge of the farmer exactly at the time when required and thus 
keeping the crops much healthy and controlling wastage of crops. This prototype is 
flexible enough to modify itself according to the need at the specific moment. 

As we have already said, in this work we have proposed a prototype, hence 
immense further modifications can be continued in future, if any sort of further 
work is to be performed. The proposed modifications can be further enhanced by 
introducing cameras and by using machine learning algorithms which may further
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help in “image based plant diseases detection”. Any disease in the crops can be 
diagnosed at a very initial or primary stage itself and prevented hence reducing crop 
wastage. The user face can be enhanced by adding regional languages to make it 
convenient for farmers who know only their regional languages. 
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On the Analysis of a Very Severe 
Cyclonic Storm Nilofar Over the Arabian 
Sea: A Numerical Weather Prediction 
Model Study 

Nitin Lohan , Gaurav Tiwari , Sushil Kumar , and Ashish Routray 

Abstract Through numerical simulation, an attempt is made to study the dynamics 
and spatial characteristics involved during the very severe cyclonic storm (VSCS) 
Nilofar over the Arabian Sea (ARB). For this purpose, numerical experiments are 
carried out using the Weather Research and Forecasting (WRF) model with two-way 
nested domains at 27 km (outer) and 9 km (inner) horizontal resolution. The NCEP-
NCAR Final analyses (FNL) data at 1° × 1° grid resolution is used in the WRF 
as initial and boundary conditions. The parameters simulated by the model, specif-
ically mean sea level pressure (MSLP), 10 m surface wind and rainfall, are found 
close to the available India Meteorological Department (IMD) and other observa-
tions. In this study, we have also tried to determine what atmospheric and oceanic 
conditions compelled this very severe cyclonic storm to dissipate before making land-
fall. The study found that distraction of latent heat circulation in the lower tropo-
sphere due to negative sea surface temperature (SST) anomaly, increasing winds 
shear, atmospheric stability and decreasing water–vapour mixing ratio mainly in the 
middle and upper troposphere were the factors responsible for tropical cyclone (TC) 
Nilofar’s dissipation before the landfall. Overall, the present case study shows that 
the model has performed reasonably well over the ARB and addressed the dynamics 
and characteristics of the VSCS Nilofar to a great extent. 
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1 Introduction 

The northeastern region of the Arabian Sea (ARB) is prone to heavy rainfall and 
strong winds allied to tropical cyclones (TCs). Despite not higher frequency of TCs, 
the coastal states of India, Pakistan and Oman suffer damages, including loss of 
human lives and livestock, destruction of property, and agricultural and industrial 
production caused by cyclone-induced strong winds and heavy rainfall irrespective 
of whether cyclones make landfall or not. Usually, when the central pressure falls by 
5–6 hPa from the surroundings of a low-pressure system under favourable conditions 
and the wind speed is as high as 63 km/h, tropical cyclonic storms form over the North 
Indian Ocean (NIO) [11]. According to WMO technical report 2008, about 7% of 
global TCs are generated over the NIO, including the Bay of Bengal (BoB) and ARB 
[10]. Also, compared to pre-monsoon season, the post-monsoon tropical storms are 
highly devastating, causing loss of life and damage to property when they cross the 
coastal region of India, Pakistan and Oman. Therefore, a practically precise forecast 
of the TCs has extreme importance to avoid or reduce the loss of life and damage 
to property. In the field of weather prediction, high-resolution numerical weather 
prediction (NWP) models have been vital for a decade or so. Initial conditions, 
boundary conditions and physics parameters used in the mesoscale NWP models 
highly influent the prediction of tropical cyclones [1]. Conditional Instability of the 
Second Kind (convective available potential energy) supports the development of 
TCs indicated by cyclonic inflow in the lower tropospheric boundary layer [7]. The 
NWP model performances are affected by grid sizes and the geographical region 
of interest; hence the best set of physical parameters for any region may not be 
suitable for some other region. Different parameterization schemes can give different 
results for different model resolutions as their physics and dynamics differ. Hence, 
the horizontal and vertical resolutions are also essential factors under consideration. 
Figure 1 shows the tracks of cyclonic activities over the ARB in October 1985–2014 
(Source: India Meteorological Department, i.e., IMD). Enough cyclones didn’t reach/ 
cross the coastline and followed a typical northeasterly northwestward trajectory but 
impacted well on the nearby land.

It is a challenge to understand better the TCs’ genesis, development and associated 
characteristics. Riehl [12] and Kleinschmidt [8] introduced the concept that heat 
transfer from the ocean is the primary energy source for a TC formation. Emanuel 
[3] described a mature TC as a steady and axisymmetric flow whose energy cycle 
works like an ideal Carnot engine. Some dynamical and thermo-dynamical conditions 
favour cyclogenesis [4]. When warm air starts to spiral from the outer region toward 
the storm centre, its pressure drops and entropy increases; during this, kinetic energy 
dissipation in the atmospheric boundary layer and enthalpy transfer from the sea 
surface occurs. In the lower troposphere near the eyewall, a mature TC associates 
the strongest wind and wind magnitude generally decreases with increased height 
and radius. These radiuses of maximum winds tend to contract when a TC intensifies 
[14, 15]. Willoughby et al. [16] explained an axisymmetric framework investigates
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Fig. 1 All cyclone tracks over the ARB from 1985 to 2014 taken from the India Meteorological 
Department

many TC features and a TC strengthened by asymmetric deep convection elements 
[13]. 

1.1 Description of Very Severe Cyclonic Storm Nilofar 

A very Severe Cyclonic Storm, ‘Nilofar’, was engendered from a low-pressure area 
over the Arabian Sea on 21st October 2014. It intensified into a deep depression at 
08:30 h IST of 26th October, near lat. 14.0°N and lon. 62.0°E and into a cyclonic 
storm (CS) at 11:30 h IST on 26th October over the same region. Then TC Nilofar 
travelled almost northwards and further intensified into a Severe Cyclonic Storm 
(SCS) at 02:30 h IST on 27th October and into a VSCS at about 11:30 h IST of the 
same day. After further movement, TC Nilofar intensified into Severe Cyclonic Storm 
in the early morning of 27th October and around noon of the same day, it became a 
VSCS. Nilofar weakened into a SCS on 29th October and into a low-pressure area 
on 30th October 2014 (IMD Report: Nilofar). 

Section 2 provides a brief description of the methodology used in this study. The 
methodology describes the overview of data used, experimental domain configuration 
and numerical experiment. In Sect. 3, the results are shown and discussed, while the 
conclusions are given in Sect. 4.
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2 Methodology and Numerical Experiment 

In this study, a fully compressible non-hydrostatic Advanced Research WRF model 
has been used, which is developed by National Center for Atmospheric Research 
(NCAR). The WRF model (version 3.8) is configured over the Arabian Sea. D-01 
(parent domain) covers a larger region comprised of 163 × 157 grids with 27 km hori-
zontal resolution, whereas the D-02 (nested domain) with 346 × 346 grids and three 
times increased horizontal resolution covering the ARB and its environments with 
56 model vertical levels with third order Runge–Kutta time integration scheme and 
Arakawa C-grid horizontal grid pattern. The model’s initial conditions and boundary 
conditions are obtained from NCEP-NCAR FiNaL analyses (FNL) data. The lateral 
boundary conditions are updated in an interval of 6 h with varying Real-Time Global 
Sea Surface Temperature (SST) throughout the model integration. The land surface 
boundary conditions are taken from United State Geological Survey with a horizontal 
grid spacing of 10 min (D-01) and 5 min (D-02). The model has some prognostic 
variables, including potential temperature, geo-potential, surface pressure, pertur-
bation quantities, three-dimensional wind, turbulent kinetic energy and scalars like 
cloud water & water vapour mixing ratio, etc. The planetary boundary layer physics 
used in the present study is the Mellor-Yamada-Janjic scheme [6] with Betts-Miller-
Yamada cumulus convection [6], WRF single-moment 6-class microphysics scheme 
[5], Rapid Radiation Transfer Model (RRTM) for long-wave radiation [2, 9] scheme 
for shortwave radiation. The model is integrated for 144 h from 00 UTC on 26th 
October 2014 to 00 UTC on 1st November 2014. WRF Model configuration details 
are given in Table 1.

3 Results and Discussion 

3.1 10 m Surface Wind and Mean Sea Level Pressure 
(MSLP) Simulation of the Nilofar 

Figure 2 shows a time series of maximum sustained windspeed (MSW) at 10 m height 
against the MSLP, starting from 00 UTC on 26th October to 06 UTC on 31st October 
2014. It showed a high correlation between these two parameters with a very high 
negative correlation coefficient value, i.e., −0.909 means that as MSLP decreases, 
the corresponding value of 10 m wind will increase. 10 m wind attains its maximum 
value when MSLP is minimal. Regarding the IMD tropical cyclone intensity scale, 
the model simulation indicates that TC Nilofar was a very severe cyclonic storm.
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Table 1 WRF model configuration details 

WRF Model configuration details over Arabian Sea 

Dynamics Non-hydrostatic 

Horizontal grid resolution D01: 27 km 
D02: 9 km 

Map projection Mercator 

Initial & Lateral boundary condition NCEP/NCAR GFS forecast 
RTG_SST_HR data 

Horizontal grid system Arakawa C-grid 

Integration time step 90 s 

Topography USGS 

Vertical Coordinates Terrain-following hydrostatic pressure 
Vertical coordinate with 56 vertical levels 

Micro physics WSM 6-class scheme 

Cumulus scheme Betts-Miller-Yamada scheme 

Land surface option Unified Noah land surface model 

Radiation scheme RRTM for longwave 
Dudhia for shortwave 

Planetary boundary layer physics Mellor-Yamada-Janjic scheme

Fig. 2 Simulated MSW at 10 m height (m/s) and MSLP (hPa) valid for cyclone Nilofar 

3.2 Analysis of Rainfall Pattern and Intensity 

Observed simulated cyclone-induced rainfall for four days, 28th October (first 
column), 29th October (second column), 30th October (third column) and 31st 
October 2014 (fourth column) is shown in Fig. 3. The model simulated rainfall 
is given in the first row (Fig. 3a–d) while Tropical Rainfall Measurement Mission
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(TRMM) observation and thermal infrared satellite imagery with 12.0-µm wave-
length (TIR2 INSAT-3D) are given in the second (Fig. 3e–h) and third rows (Fig. 3i– 
l), respectively. The TIR2 imagery has a 4 km spatial resolution with 10 quantization 
bits structure and provides lower-troposphere moisture information. 

The maximum rainfall estimation from the model and observation reaches a value 
above 640 mm/day and agrees with the maximum in both. On 28th October, the 
pattern shifted northwestward, and the eastern and southeastern coast of Oman were 
fed by 5–10 mm/day rainfall which the model and observations clearly show. The 
whole pattern (system) travelled in the east-NW direction for the next two days. On 
30th October, the northwestern coast of Gujarat in India had some extent of rainfall. 
Here, TRMM observation shows a comparatively high number against model output. 
On 31st October at 03 UTC, the TC Nilofar dissipated over the ARB. The western 
coast of India experienced enough rainfall on the same day, according to model 
output and TRMM observation. Model and TIR2 satellite imagery show a well-
matched rainfall pattern that started from Gujarat and goes far inside the country 
in the north-eastward direction. On this day, a larger area is fed by 80–160 mm/

Fig. 3 a–d is the rainfall plots valid from 28th October to 31st October 2014, respectively. Upper 
panel is showing model outputs, middle panel is showing TRMM observation and bottom panel is 
showing TIR2 satellite imagery, respectively 
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Fig. 4 Model simulated 
maximum reflectivity (dBz) 
valid for 06 UTC 30th 
October 2014 

day amount of rainfall and up to 640 mm/day at some places. Here the model is 
over-estimated by TRMM observations. 

The model simulated maximum reflectivity (dBz) for D-02 at 00 UTC of 30th 
October is given in Fig. 4. Larger the value (45–70 dBz) in the eyewall over the ARB 
and lesser values (15–30 dBz) near/over the Indian coast supporting the explanation of 
rainfall distribution on the same day. Simulation of TC Nilofar shows a well-captured 
comma cloud organisation around the cyclonic eye. 

Figure 5 shows the model simulated relative humidity (RH) on 30th October at 
1000, 850, 500 and 250 hPa, respectively. More than 60–80% of relative humidity 
at the middle and upper troposphere is attributed significantly to the spiral bands of 
precipitation.

3.3 Climatology of SST Over the ARB and Factors 
Responsible for Dissipation of TC Nilofar Before 
the Landfall 

The mean SST time series from 1985 to 2014 for 26th to 31st October is given 
in Fig. 6a–f using ERA-Interim daily SST data. Time series support the sufficient 
warming of ocean water required for tropical cyclone genesis because SST must 
be 26.5 °C or more, and warm surface water must be 40–45 m deep. Figure 7a–f 
shows the model SST anomaly for 26th to 31st October 2014, respectively. On 26th
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Fig. 5 Model simulated relative humidity valid for 30th October 2014 at 1000 hPa, 850 hPa, 500 hPa 
and 250 hPa, respectively

October, positive SST anomaly ranges from 0.2 to 0.6 °C in the cyclonic region. 
This extent further moved along with the cyclone’s movement for the next two days. 
A large region over the mid-ARB consists of negative SST anomaly followed by 
29th October. Negative SST anomaly can distract the circulation of latent heat in 
the lower troposphere. This change in daily SST anomaly may be one of the factors 
responsible for the decrease in TC intensity, for its movement toward the Gujarat 
coast after 29th October and thus for its dissipation before making landfall.

Figure 8a–c shows vertical profile of model simulated zonal wind (m/s) at eyewall 
for 29th, 30th and 31st October 2014, respectively. Figure 8d–f represents the same 
but for vertical wind (m/s). A replica for water–vapour mixing ratio (QVAPOR; unit: 
kg/kg) is given in Fig. 8g–i. Negative and positive values in the figures are indicating 
the change in the direction. In the case of tropical cyclones, typically a wind shear
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Fig. 6 SST climatology over the ARB for the period 1985–2014 valid for 26th–31st October, 
respectively 

Fig. 7 Simulated SST (°C) anomaly over the ARB for the year 2014 valid for 26th–31st October, 
respectively

of 10 m/s responses from intensification to dissipate. In Fig. 8, first two columns 
in upper and middle panels are showing a monotonic increasing zonal wind shear 
comparatively. Atmospheric stability is increasing by the time which is governing 
from high to higher wind shear in the case of Fig. 8c and f. In Fig. 8g, QVAPOR has 
a continuous decreasing trend in the lower and middle troposphere but it is almost 
zero in the upper troposphere. Same pattern is followed by Fig. 8h and i, QVAPOR 
in middle and upper troposphere, both, is zero.
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Fig. 8 a–c Vertical profile of zonal wind (m/s) valid for 29th–31st October 2014, respectively; d– 
f is showing vertical profile of vertical wind (m/s) valid for 29th–31st October 2014, respectively; 
g–i is showing vertical profile of water–vapour mixing ratio (kg/kg) valid for 29th–31st October 
2014, respectively 

The first and second rows in Fig. 9 show the model simulated maximum convective 
available potential energy (CAPE) during the life period of TC Nilofar at 00 UTC 
on 29th and 30th October 2014, respectively. Cyclone Nilofar extracted heat from 
the ARB through sensible and latent heat fluxes. Some factors like cold sea surface 
temperature and dry air in the vicinity of the cyclone can limit the intensification of
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Fig. 9 Maximum CAPE (J/kg) over the ARB on 29th and 30th October 2014 

tropical cyclones. Dry air limits the ascending motion because it is less buoyant than 
moist air at the same given temperature, and it also decreases the net condensation 
and latent heat release. It is clear from Fig. 9 that when we move from the lower to the 
upper troposphere, there is a continuous decrease in the amount of CAPE value. Since 
CAPE is related to maximum potential vertical velocity within an updraft and larger 
values of CAPE indicate the intensification of TC, there is a significant decrease in 
the CAPE values from 29 to 30th October. From Fig. 8h, QVAPOR continuously 
decreases up to 282 hPa (almost), which is zero in the vertical column above it. At 
the same time, CAPE is less than 1000 (J/kg) near the eye wall. This fact supports 
the intensity reduction of TC Nilofar on this day. 

Hence, by these analyses, we may reach a point where increasing wind shear, 
atmospheric stability, decreasing QVAPOR mainly in the middle and upper tropo-
sphere, and weak CAPE are the other factors responsible for TC Nilofar’s dissipation 
before landfall. 

4 Conclusions 

WRF model has been used to carry out simulations of non-land falling very severe 
cyclonic storm Nilofar which formed over the ARB in October 2014. The parameters 
simulated by the model, specifically; mean sea level pressure (MSLP), 10 m surface
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wind and rainfall, are found close to the available observations. The purpose of this 
study was to explore the non-land falling cyclone, which also may be as vulnerable 
as a landfalling cyclone becomes because the coastal regions of India, Oman and 
Pakistan suffer in terms of the damage, including loss of human lives and livestock, 
destruction of property, agricultural, and industrial production caused by cyclone 
induced strong winds and heavy rainfall respective to storms not make landfall or 
not. Also, we opened a few aspects that may be responsible for dissipating the cyclone 
before reaching the land. Sea surface temperature, wind shear, atmospheric stability 
and water-vapour mixing ratios are favourable parameters that play a significant role 
in this direction. Overall, the present case study shows that the model has performed 
reasonably well over the ARB and addressed the dynamics and characteristics of the 
VSCS Nilofar to a great extent. 
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Crypto-Encoding Communication 
with Graph Theory 

Pariksha Gupta , Sangeeta Gupta , and Sweta Srivastav 

Abstract The science of converting plain text into encrypted text and encrypted 
text into plain text is known as cryptography. This strategy has been utilized by 
militaries and diplomats ever since antiquity. In this paper, we are interested in 
inventing encryption and decryption algorithms to encrypt and decrypt plain text 
with the use of graph theory techniques. Throughout the paper, we will use the 
Sun-let graph and Pan graph to encrypt and decrypt our data. 

Keywords Sun-let graph · Pan graph · Cryptography · Encryption · Decryption 

1 Introduction 

Graph theory plays a very important role in different fields like networking, computer 
science, electronics, robotics, etc. The concept of graph theory can be used with 
cryptography in the encryption and decryption of secret messages. Since antiquity, 
communication has relied on secret messages for diplomats and militaries. This paper 
aims to bridge the gap between graph theory and cryptography. Amudha et al. [1] 
discussed the application of graph theory in their paper by taking the graphs like Euler 
graph and Hamiltonian graph. Nandhini et al. [2] presented an approach to graph 
theory in cryptography. Also, they discussed the connection between graph theory and 
cryptography by using the concept of a spanning tree to encrypt the message. Baizhu 
et al. [3] introduced different types of algorithms to secure communication with the 
help of graphs like corona graphs, bipartite graphs, and star graphs. Abduljaleel et al.
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[4] proposed an algorithm using graph theory which depends on the audio files as 
a basis for exploiting a set of keys for encoding color images. The concept of cycle 
graph, complete graph, and minimum spanning tree has been used to develop the 
complex cipher by Etaiwi [5]. 

This paper explores the concepts of graph theory with cryptography and generates 
the encryption and decryption algorithm with the help of the Sun-let graph and Pan-
graph. For basic definitions and terminologies of graph theory, we follow Harary 
[6]. 

Definition 1 The m-Pan graph is obtained by connecting a cycle graph Cm to a 
singleton graph K1 with a bridge. 

Definition 2 The sun-let graph is the graph attained by attaching pendant edges to 
a m-cycle graph. It is denoted as Sn. 

Definition 3 Cryptography is the science of transforming a secret message into an 
encrypted form by using codes so that only the concerned person can interpret it. 

Definition 4 Encryption is the process of transforming a plain text message into a 
cipher text. 

Definition 5 Decryption is the process of conversion of cipher text into plain text. 

2 Results 

2.1 Secret Communication with Sun-Let Graph 
and Pan-Graph 

Throughout the paper, we will consider the following table as Standard Table to 
check the values (see Table 1). 

To initiate the encryption algorithm, initially we incorporate the ASCII index. Let 
the length of the text be m. We first represent each letter of the message by the ASCII 
code values (see Table 2).

Table 1 Numerical representation of the alphabet 

A B C D E F G H I J 

0 1 2 3 4 5 6 7 8 9 

K L M N O P Q R S T 

10 11 12 13 14 15 16 17 18 19 

U V W X Y Z 

20 21 22 23 24 25 
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Table 2 ASCII value representation of alphabets 

A B C D E F G H I J 

65 66 67 68 69 70 71 72 73 74 

K L M N O P Q R S T 

75 76 77 78 79 80 81 82 83 84 

U V W X Y Z 

85 86 87 88 89 90 

Apply the following cipher to the arrived numerical values: (Numerical value + 
m) (mod 26). 

Case 1—If m is even then follow the next few steps: 

Step 1—Let {v1, v2, v3, . . . . . . . . . ,  vn, v′
n+1, v

′
n+2, . . . . . . . . . ,  v

′
m} be the variables 

assigned to the values. 

Step 2—Assuming {v1, v2, v3, . . . . . . . . . ,  vn, v′
n+1, v

′
n+2, . . . . . . . . . ,  v

′
m} as the  

vertices of the graph. Draw the Sun-let graph taking {v1, v2, v3, . . . . . . . . . ,  vn} as 
the vertices of the cycle and {v′

n+1, v
′
n+2, . . . . . . . . . ,  v

′
m} as the spokes of the cycle. 

Step 3—Convert the graph into an adjacency matrix and mark it as the Key value. 

Step 4—Add {v1, v2, v3, . . . . . . . . . ,  vn, v′
n+1, v

′
n+2, . . . . . . . . . ,  v

′
m} to the 1st, 

2nd,………, mth column respectively excluding diagonal elements. 

Step 5—Apply the following cipher to the diagonal elements: 2vm (mod m), ∀m. 

Step 6—Arrange all the elements of the matrix and the key–value matrix row-wise 
in a list separately. If any number in the list is less than 15 then convert it into an 
alphabet from the standard table. 

Step 7—To encrypt the space between the words, put any special character and follow 
the above steps to encrypt all the words. 

Step 8—Send the above list of matrices along with the key-value matrix and key 
operation to the receiver. 

Case 2—If m is odd then follow the next few steps: 

Step 1—Assign the variables to the values. 

Step 2—Assuming {v1, v2, v3, . . . . . . . . . ,  vm} as the vertices of the graph. Draw a 
(m − 1)-Pan graph by first making the vertices of the cycle and then the singleton 
graph. 

Step 3—Convert the graph into an adjacency matrix and mark it as a key value. 

Step 4—Add {v1, v2, v3, . . . . . . . . . ,  vm} to the 1st, 2nd,………, mth column respec-
tively excluding diagonal elements.
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Step 5—Apply the following cipher to the diagonal elements: 2vm (mod m), ∀m. 

Step 6—Arrange all the elements of the matrix and the key–value matrix row-wise 
in a list separately. If any number in the list is less than 15 then convert it into an 
alphabet. (For example: Putting A ↔ 0, B ↔ 1, and so on.) 

Step 7—To encrypt the space between the words, put any special character and follow 
the above steps to encrypt all the words. 

Step 8—Send the above list of matrices along with the key-value matrix list and key 
operation to the receiver. 

Algorithm for decryption: 

To initiate the decryption algorithm, follow the next few steps – 

Step 1—Check the code for any special character and any alphabets. If a special 
character exists, then it will be considered as space between the words, and if any 
alphabets are present then convert them into numbers from the standard table. 

Step 2—Arrange the codes in the form of m x m matrix row-wise. If m is the number 
of elements in the code then the 

√
m will be the number of rows and columns. 

Step 3—Subtract the Key value matrix from the matrix obtained. 

Step 4—Make the diagonal elements zero. 

Step 5—Extract the common column element from each column except zero. 

Step 6—Apply the following operation: vn + 4 (mod 26) and check each value from 
the standard table. 

Step 7—Hence, the original text appeared. 

OBSERVATION 1: For a sentence, the same key operation will be followed for all 
the words. 

OBSERVATION 2: If the length of the word is less than or equal to 3, then we can 
use either a cycle graph or a Path graph. The key operation will remain the same 
when the length is three for the Cycle graph or Path graph. 

OBSERVATION 3: While counting the number of letters in a sentence, we will 
disregard the spaces between them. 

OBSERVATION 4: We will draw a different graph for each word present in the 
sentence. 

To verify the above encryption and decryption algorithm, we will refer to the 
following examples:
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Examples 1 Let us assume that we have to transfer a message i.e., ‘GRATITUDE’ 
then the first step is to convert the alphabet into numerical values using the ASCII 
index values. Here, m = 9 (odd), so we will refer to Case 2 to encrypt this message. 

G R A T I T U D E 

71 82 65 84 73 84 85 68 69 

On applying the following cipher: (Numerical value + m) (mod 26), we will get 
the following numerical values of the text – 

G R A T I T U D E 

2 13 22 15 4 15 16 25 0 

Assign the variable {v1, v2, v3, . . . . . . . . . ,  vm} to the values. 
2 13 22 15 4 15 16 25 0 

v1 v2 v3 v4 v5 v6 v7 v8 v9 

Assuming {v1, v2, v3, . . . . . . . . . ,  vm} as the vertices of the graphs and draw the (m 
− 1) Pan graph (see Fig. 1). 

Converting the above graph into an adjacency matrix. Let A be that matrix – 

A = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 1  0  
1 0  1  
0 1  0  

0 0 0  
0 0 0  
1 0 0  

0 1  0  
0 0 0  
0 0 0  

0 0 1  
0 0 0  
0 0 0  

0 1  0  
1 0  1  
0 1  0  

0 0 0  
0 0 0  
1 0 0  

0 0 0  
1 0 0  
0 0 0  

0 0 1  
0 0 0  
0 0 0  

0 1  0  
1 0  1  
0 1  0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Fig. 1 8—Pan graph 
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Take the copy of the A matrix as Aʹ. Assuming A as the key–value matrix and 
keeping it for future use. Add the value of {v1, v2, v3, . . . . . . . . . ,  v9} to each matrix 
column of matrix Aʹ respectively except for the diagonal elements. 

B = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 14 22  
3 0 23  
2 14  0  

15 4 15 
15 4 15 
16 4 15 

16 26 0 
16 25 0 
16 25 0 

2 13 23  
2 13 22  
2 13 22  

0 5  15  
15 0 16 
15 5 0 

16 25 0 
16 25 0 
17 25 0 

2 13 22  
3 13 22  
2 13 22  

15 4 16 
15 4 15 
15 4 15 

0 26  0  
17 0 1 
16 26 0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

For diagonal elements, apply the cipher 2vm (mod m), ∀m, and we will get the 
following matrix – 

A′ = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 14 22  
3 4 23  
2 14  8  

15 4 15 
15 4 15 
16 4 15 

16 26 0 
16 25 0 
16 25 0 

2 13 23  
2 13 22  
2 13 22  

8 5  15  
15 3 16 
15 5 3 

16 25 0 
16 25 0 
17 25 0 

2 13 22  
3 13 22  
2 13 22  

15 4 16 
15 4 15 
15 4 15 

5 26  0  
17 8 1 
16 26 5 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

Convert the elements of the above matrix row-wise into a form of a list as below 
– 

[0  14  22  15 4 15 16 26 0 3 4 23 15 4 15 16 25 0 2 14 8 16 4 15  16  25  0 2 13  23 8 5  
15  16  25 0 2 13  22  15  3 16 16 25 0 2 13 22 15 5 3 17 25 0 2 13  22  15  4 16 5 26 0 3  
13  22  15  4 15 17 8 1 2 13 22 15 4 15 16 26 5]  

In the above code, replace the numbers which are less than 15 with an alphabet 
from the standard table. Now, send these lists along with the key operation to the 
receiver. 

[A O 22 15 E 15 16 26 A D E 23 15 E 15 16 25 A C O I 16 E 15 16 25 A C N 23 I F 
15 16 25 A C N 22 15 D 16 16 25 A C N 22 15 F D 17 25 A C N 22 15 E 16 F 26 A 
D N 22 15 E 15 17 I B C N 22 15 E 15 16 26 F] 

[0 1 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0  
0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0]  

Key operation = vn + 4 (mod 26)
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Decryption: The encrypted message is given below. To decrypt it, we will follow the 
above-mentioned steps. 

[A O 22 15 E 15 16 26 A D E 23 15 E 15 16 25 A C O I 16 E 15 16 25 A C N 23 I F 
15 16 25 A C N 22 15 D 16 16 25 A C N 22 15 F D 17 25 A C N 22 15 E 16 F 26 A 
D N 22 15 E 15 17 I B C N 22 15 E 15 16 26 F] 

[0 1 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0  
0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0]  

Key operation = vn + 4 (mod 26) 
There is no special character present in the code. Convert the alphabet into its 

numerical value from the standard table as shown below. 

[0  14  22  15 4 15 16 26 0 3 4 23 15 4 15 16 25 0 2 14 8 16 4 15  16  25  0 2 13  23 8 5  
15  16  25 0 2 13  22  15  3 16 16 25 0 2 13 22 15 5 3 17 25 0 2 13  22  15  4 16 5 26 0 3  
13  22  15  4 15 17 8 1 2 13 22 15 4 15 16 26 5]  

The total number of values present in the list is 81. So, it will be a 9 × 9 matrix. 

A′ = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 14 22  
3 4 23  
2 14  8  

15 4 15 
15 4 15 
16 4 15 

16 26 0 
16 25 0 
16 25 0 

2 13 23  
2 13 22  
2 13 22  

8 5  15  
15 3 16 
15 5 3 

16 25 0 
16 25 0 
17 25 0 

2 13 22  
3 13 22  
2 13 22  

15 4 16 
15 4 15 
15 4 15 

5 26  0  
17 8 1 
16 26 5 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

Now subtract the key-value matrix from it and make the diagonal elements ‘zero’ 
by any operation as shown below – 

A′ − A = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 14 22  
3 0  23  
2 14  0  

15 4 15 
15 4 15 
16 4 15 

16 26 0 
16 25 0 
16 25 0 

2 13 23  
2 13 22  
2 13 22  

0 5  15  
15 0 16 
15 5 0 

16 25 0 
16 25 0 
17 25 0 

2 13 22  
3 13 22  
2 13 22  

15 4 16 
15 4 15 
15 4 15 

0 26  0  
17 0 1 
16 26 0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

− 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 1  0  
1 0  1  
0 1  0  

0 0 0  
0 0 0  
1 0 0  

0 1  0  
0 0 0  
0 0 0  

0 0 1  
0 0 0  
0 0 0  

0 1  0  
1 0  1  
0 1  0  

0 0 0  
0 0 0  
1 0 0  

0 0 0  
1 0 0  
0 0 0  

0 0 1  
0 0 0  
0 0 0  

0 1  0  
1 0  1  
0 1  0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0 13  22  
2 0 22  
2 13  0  

15 4 15 
15 4 15 
15 4 15 

16 25 0 
16 25 0 
16 25 0 

2 13 22  
2 13 22  
2 13 22  

0 4  15  
15 0 15 
15 4 0 

16 25 0 
16 25 0 
16 25 0 

2 13 22  
2 13 22  
2 13 22  

15 4 15 
15 4 15 
15 4 15 

0 25  0  
16 0 0 
16 25 0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

Now, extract the common numbers from each column. The numbers are: 

[2 13 22 15 4 15 16 25 0] 
Apply the key operation: vn + 4 (mod 26) and check the value from the standard 

table. Hence, the original message appeared as: 

G R A T I T U D E  

Example 2 Suppose we want to communicate the message ‘HEALTH IS WEALTH’ 
then the first step is to note down the ASCII index for each letter. Here, m = 14 (even) 
so we will refer to Case 1 to encrypt this message. 

H E A L T H I 

72 69 65 76 84 72 73 

S W E A L T H 

83 87 69 65 76 84 72 

On applying the following cipher: (Numerical value + m) (mod 26), we will get 
the following numerical values of the text – 

H E A L T H I 

8 5 1 12 20 8 9 

S W E A L T H 

19 23 5 1 12 20 8 

Assign the variable {v1, v2, v3, . . . . . . . . . ,  vm} to the values. 

8 5 1 12 20 8 

v1 v2 v3 v4 v5 v6
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9 19 

v1 v2 

23 5 1 12 20 8 

v1 v2 v3 v4 v5 v6 

Assuming {v1, v2, v3, . . . . . . . . . ,  vn, v′
n+1, v

′
n+2, . . . . . . . . . ,  v

′
m} as the vertices of 

the graph. Draw the Sun-let graph for each word by taking {v1, v2, v3, . . . . . . . . . ,  vn} 
as the vertices of the cycle and {v′

n+1, v
′
n+2, . . . . . . . . . ,  v

′
m} the spokes of the cycle. 

For the second word ‘IS’ we can choose a path graph (see Fig. 2). 
Converting all three graphs into an adjacency matrix and saving them as a key 

value matrix for later use. 

A = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

0 1 1  
1 0  1  
1 1 0  

1 0 0  
0 1  0  
0 0 1  

1 0 0  
0 1  0  
0 0 1  

0 0 0  
0 0 0  
0 0 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

B =
[
0 1  
1 0

]
C = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

0 1 1  
1 0  1  
1 1 0  

1 0 0  
0 1  0  
0 0 1  

1 0 0  
0 1  0  
0 0 1  

0 0 0  
0 0 0  
0 0 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦

Fig. 2 Representation in sun-let graph 
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Take a copy of each matrix and add {v1, v2, v3, . . . . . . . . . ,  vn, v′
n+1, v

′
n+2, . . . . . . . . . ,  v

′
m} to each 

column except diagonal elements. For diagonal elements, apply the following cipher: 
2vm (mod m), ∀m 

A′ = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

2 6 2  
9 10 2  
9 6 2  

13 20 8 
12 21 8 
12 20 9 

9 5 1  
8 6 1  
8 5 2  

10 20 8 
12 12 8 
12 20 2 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

B′ =
[
10 20 
10 10

]

C ′ = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

4 6  2  
24 10 2 
24 6 2 

13 20 8 
12 21 8 
12 20 9 

24 5 1 
23 6 1 
23 5 2 

10 20 8 
12 12 8 
12 20 2 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

Convert the elements of the above matrices row-wise into the form of a list as 
below – 

[2  6 2 13 20 8 9 10 2 12 21 8 9 6 2 12 20 9 9 5 1 10 20 8 8 6 1 12 12 8 8 5 2 12 20 2  
$ 10 20 10 10 @ 4 6 2 13 20 8 24 10 2 12 21 8 24 6 2 12  20  9 24 5 1 10 20 8 23 6 1  
12  12  8 23 5 2 12 20 2]  

In the above code, replace the numbers which are less than 15 with an alphabet 
from the standard table. Now, send these lists along with the key operation to the 
receiver. 

[C  G C N 20 I J K C M 21  I J G C M 20 J J F B K 20  I I G B MM I I F C M 20 C $  
K 20 K K @ E G C N 20  I 24 K C M 21  I 24 G C M 20  J 24 F B K 20  I 23 G B M  
M I 23  F C M 20 C]  

[0 1 1 1 0 0 1 0 1 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 @ 0 1 1 0 & 0 1  
1 1 0 0 1 0 1 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0]  

Key operation = vn − 1 (mod 26) 

Decryption: The encrypted message is given below. To decrypt it, we will follow the 
above-mentioned steps. 

[C  G C N 20 I J K C M 21  I J G C M 20 J J F B K 20  I I G B MM I I F C M 20 C $  
K 20 K K @ E G C N 20  I 24 K C M 21  I 24 G C M 20  J 24 F B K 20  I 23 G B M  
M I 23  F C M 20 C]  

[0 1 1 1 0 0 1 0 1 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 @ 0 1 1 0 & 0 1  
1 1 0 0 1 0 1 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0]  

There are special characters in the list indicating the space between the words. 
Considering the space in mind, segregate both lists–
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[C  G C N 20 I J K C M 21  I J G C M 20 J J F B K 20  I I G B M M I I F C M 20  C]  

[0 1 1 1 0 0 1 0 1 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0]  

[K 20 K K] 

[0 1 1 0]  

[E  G C N 20 I 24  K C M 21 I 24  G C M 20 J 24 F B K 20 I 23  G B MM I 23 F C M  
20 C] 

[0 1 1 1 0 0 1 0 1 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0]  
Convert the alphabet into its numerical value from the standard table as shown 

below. 

[2 6 2 13  20  8 9 10 2 12 21 8 9 6 2 12  20  9 9 5 1 10 20 8 8 6 1 12  12  8 8 5 2 12 20 2]  

[10 20 10 10]  

[4  6 2 13 20 8 24 10 2 12 21 8 24 6 2 12 20 9 24 5 1 10 20 8 23 6 1 12 12 8 23 5 2  
12 20 2] 

Convert the above matrices in the form of m × m. 
Now subtract the key-value matrix from it as shown below – 

A′ − A = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

2 6  2  
9 10 2  
9 6 2  

13 20 8 
12 21 8 
12 20 9 

9 5 1  
8 6 1  
8 5 2  

10 20 8 
12 12 8 
12 20 2 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

− 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

0 1 1  
1 0  1  
1 1 0  

1 0 0  
0 1  0  
0 0 1  

1 0 0  
0 1  0  
0 0 1  

0 0 0  
0 0 0  
0 0 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

2 5 1  
8 10  1  
8 5 2  

12 20 8 
12 20 8 
12 20 8 

8 5 1  
8 5 1  
8 5 1  

10 20 8 
12 12 8 
12 20 2 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

B′ − B =
[
10 20 
10 10

]
−

[
0 1  
1 0

]
=

[
10 19 
9 10

]

C ′ − C = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

4 6  2  
24 10 2 
24 6 2 

13 20 8 
12 21 8 
12 20 9 

24 5 1  
23 6 1 
23 5 2 

10 20 8 
12 12 8 
12 20 2 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

− 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

0 1 1  
1 0  1  
1 1 0  

1 0 0  
0 1  0  
0 0 1  

1 0 0  
0 1  0  
0 0 1  

0 0 0  
0 0 0  
0 0 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

4 5  1  
23 10 1 
23 5 2  

12 20 8 
12 20 8 
12 20 8 

23 5 1  
23 5 1  
23 5 1  

10 20 8 
12 12 8 
12 20 2 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦
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Make the diagonal elements ‘zero’ by any operation – 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

0 5 1  
8 0  1  
8 5 0  

12 20 8 
12 20 8 
12 20 8 

8 5 1  
8 5 1  
8 5 1  

0 20  8  
12 0 8 
12 20 0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦

[
0 19  
9 0

]

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

0 5  1  
23 0 1 
23 5 0  

12 20 8 
12 20 8 
12 20 8 

23 5 1  
23 5 1  
23 5 1  

0 20  8  
12 0 8 
12 20 0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

Now, extract the common numbers from each column except zero. The numbers 
are: 

[8 5 1 12 20 8]  

[9 19] 

[23 5 1 12 20 8] 
Apply the key operation: vn − 1 (mod 26) and check the value from the standard 

table. 
HEALTH IS WEALTH 
Hence, the original message appeared. 

3 Conclusion 

In this paper, we have investigated the encryption and decryption algorithm with 
the help of graph theory. Sun-let graph and pan graph have been used to encrypt the 
communication. Securing communication is widely used by diplomats and militaries 
since ancient times. Also, in today’s world where securing data is the most important 
task, this can be helpful. In addition, one can use other families of the graph in 
encryption and decryption by applying other operations on graphs. Securing data 
with graph theory in a programming language like Python and MATLAB is an open 
problem. 
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Cybersecurity Incidents in Relation 
to Fraudulent SIM Card Registration 
in Malawi 

Mangani D. Kazembe, Sudeep Varshney, and Keshav Gupta 

Abstract One of the frequently used secure way of carrying out transactions on the 
cyberspace is the use of SMS OTP which is used in financial transaction verifications, 
a site registrant’s mobile number availability, and in social media. SMS OTP has 
been the most preferred service than email OTP by many users. The cyberspace is a 
global borderless environment where people of bad intentions can exploit weakness 
in one geographical location and use them on the cyberspace which inevitably affect 
other geographical locations. Of recent, there have been reports of cybersecurity 
issues targeting users which include; malicious emails, malicious websites, child 
pornography and others. Pursuing these services has led to mobile numbers whose 
registered national identities has pointed to non-existent owners or data not available 
in the national database. Statistics from investigating agencies indicate that there 
is a strong correlation coefficient between the cybersecurity incidents and mobile 
numbers whose national identification does not exist. This paper presents correlation 
analysis of these cybersecurity incidents and demonstrates how they relate to the 
number of the national identities that do not exist, with special focus on Malawi. 
Specifically, the correlation analysis uses the numerical data collected between 2016 
and 2021. 
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1 Introduction 

Malawi has about 10 million live SIM cards which is about 52% of the total popu-
lation [1]. These are divided among four MNO of Airtel Malawi, TNM, Access 
Communication, and MTL [2]. As of February 2022, Malawi had about 4 million 
internet users [3]. 

Internet provides a seamless and borderless interaction of users in the virtual 
environment called cyberspace. These users live in geographical locations controlled 
by governments [4]. Users may take advantage of weaknesses in some locations and 
cause cyberspace incidents that may affect other users in any location [5]. Some 
countries effect mandatory SIM registration as part of efforts to control cyberspace-
related incidents [6]. 

Over the past years, there have been media reports in Malawi about cyberspace 
incidents like mobile fraud, online fraud, business email compromise (fake email), 
and others [7]. Each of these incidents has a mobile number that is used to register 
for a transaction and receive an OTP for verification and authentication [8]. An email 
address would be created to look like a genuine business email address; like j0hn@ 
example.com for john@example.com. Then the receiver without observing, proceeds 
to do the transactions based on communication from such an email [9]. There some 
websites which are created just to engage in online fraud, stealing users’ private 
information, etc. [10]. In the case of Malawi, pursuit of such incidents has ended up 
in mobile numbers registered in Malawi’s MNOs. Cybersecurity involves putting in 
place measures aimed at protecting computer systems and users. These could be phys-
ical, logical, technical, and non-technical. These measures are coupled with regula-
tions, policies, and procedures enforced in geographical authorities contributing to 
the overall security of the cyberspace [11]. Of interest in these measures are access 
control, verification, and authentication. 

a. Objective of the study 

Rendering cyberspace a water-tight security without considering how authentication 
[12] of centralized national identity cards used in SIM card registration [13] may  
leave out loopholes in cybersecurity. A few weaknesses in a security system such as 
cybersecurity can lead to major issues on a system, especially that the cyberspace 
spans the globe. 

This paper discusses SIM card registration with focus on Malawi using the national 
identity card and how it relates to cyberspace issues that were noted during data 
collection. This gap has not been discussed in the Literature Review section by 
fellow researchers. 

b. Motivation 

Media reports have always indicated that there are incidents of mobile fraud where 
it was assumed that the problem could be due to regulations and how they are being 
applied. Looking at the issues that they were involving technology, it was appropriate

mailto:j0hn@example.com
mailto:j0hn@example.com
mailto:john@example.com
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to make a research, use appropriate methods to determine the cause of the problem, 
and analyze it and see if the problem would be solved using technological techniques. 

c. Organization 

This papers covers some notable research works done related to SIM card registration 
in Malawi and other countries. This is covered in Literature Review section. The 
literature review explains objectives of the research works and the gaps that they 
were trying to cover. It also shows how the literature has left some areas which 
have led to the problem covered in this paper. The methodology section presents the 
techniques used to collect data that was used in this paper. The collection methods 
include quantitative and qualitative. Of great importance is the quantitative data 
collection which paved way establishing relationship between numerical datasets. 

2 Literature Review 

This presents some of the research works that have been done by scholars and 
researchers. 

Most of them had done their works focusing on Malawi, while others among them 
did their work focusing on other geographical locations while having impact on the 
same research area. They include SIM card registration policy, while some focused 
on laws and regulations that govern SIM card regulation. Some literature covers 
types of SIM card registration and makes some recommendations and implications 
of each case. 

Furthermore, some have covered application of algorithms in ensuring cyberse-
curity in relation to SIM card registration. What is conspicuously missing is the 
relationship between cybersecurity and SIM card registration. A number of research 
works has been done covering use of SMS OTP and email OTP. SMS OTP has been 
recommended as the more secure way; however, this literature leaves out the research 
that covers strict SIM card registration which is the secure basis for authenticated 
SMS OTP in most cyberspace transactions. Such transactions could be monetary or 
not, but still require secure authentication in as far as OTP is concerned. 

Other research works are focusing on suggesting the use of special features for 
authentication have also been considered in this paper. As a case in point is the use 
of QR code scanning in authenticating a document such as a national identity. This 
has been taken on board due to its applicability and that the sampled area, Malawi, 
has a national identity which has that kind of feature and can be used in SIM card 
registration where the national identity can be authenticated before being used in 
SIM card registration. 

And the last and not least research works are those that demonstrate the existence 
of online fraud whose basis is the SMS OTP that use malicious mobile numbers 
only registered to be used in bad motives. Just like malware, this is also a threat to 
cybersecurity.
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The research papers in this section are not an exhaust study of relevant material. 
However, they have been picked for their most related works to the geographical 
location under study, Malawi, and their relevant material which is believed to have 
some applicability to the study covered in this paper. The gap that has been left by 
the following review is largely creating a good environment to social engineering 
which is a threat to authentication in cybersecurity (see Table 1).

3 Methodology 

First, the research identified participants in data collection. These included mobile 
communication and internet users, government agencies in regulation and law 
enforcement. Random sampling was applied in mobile and internet users as in univer-
sity colleges in which random student and lecturers were interviewed, common 
markets where sellers and customers were interviewed, and other random people 
along the streets of Malawi. This data collection was qualitative which focused much 
on how the users of mobile communication and internet viewed the services. Then of 
interest were the figures that were collected from government law enforcement agen-
cies. They was a recorded reflection of what the sampled people had talked about. 
Among the cybersecurity incidents that were recorded by the government agencies, 
Table 2 shows the complete summary of the data collected from 2016 to 2021.

From the dataset collected from the law enforcement agency, there was another 
quantitative data that showed availability of national identity that corresponds to a 
mobile number used in opening the account that was involved in the transaction. 
Table 3 shows this type of data summed up for the period from 2016 to 2021.

Looking at these arrays of data from cybersecurity incidents and national iden-
tity availability, the Pearson Correlation coefficient (below) was used to determine 
whether there was a relationship between the datasets. 

The purpose of using the correlation analysis was to determine the cause of the 
cybersecurity incidents. 

a. Correlation function 

This is the Pearson Correlation equation whose application assisted to determine the 
strength of the relationship of the independent and dependent variables. 

The stronger the relationship the more it displayed the cause of the cybersecurity 
incidents. Taking the number of cybersecurity incidents as dependent variables and 
availability of national identity behind a SIM card as independent variable. 

4 Results 

The totals in Table 2 were calculated with totals in Table 3 using Pearson correlation 
and the results were obtained.



Cybersecurity Incidents in Relation to Fraudulent SIM Card … 189

Table 1 Some notable and relevant research papers considered in this literature review 

Author and 
name of paper 

Method Results Objectives Limitations and 
future works 

Makoza [14] Qualitative 
method 

Lesson in SIM card 
registration policies. 
And Policy transfers 

To find the means 
through which 
SIM card 
registration policy 
may be 
transferred in 
countries without 
the policy 

The inability to 
gather views 
from 
stakeholders for 
the SIM card 
registration. 
Future research 
will investigate 
policy transfer 
involving 
stakeholders 

Makanda 
et al. [15] 

Need 
assessment and 
requirements 
analysis 

Existence of 
cybersecurity laws 
Institutions for 
cybersecurity 

To find out if there 
is a major study 
done on the 
cybersecurity 
position of 
Malawi 

No enough 
expert staff in 
cybersecurity 
institutions. Use 
of unregistered 
SIM cards 

Makoza [6] Qualitative 
methodology 

Study demonstrated 
the need to address the 
use of mobile phones 
in committing crimes 
and therefore to 
implement mandatory 
SIM card registration 

To present policy 
transfer in the 
context of a 
developing 
country 

The lesson 
drawing in 
Malawi on SIM 
card registration 
was limited to 
experiences of 
the Government 
officials without 
proper formal 
transfer of 
information 
from other 
contexts 

Gelb et al. 
[16] 

System analysis 
(Myanmar, 
Malawi and 
Cambodia) 

Know Your Customer 
(KYC) process 
requirements 

To distinguish 
between different 
types of 
documentation 
and different 
financial market 
segments 
according to their 
Know Your 
Customer 
requirements 

Some users had 
more than one 
SIM cards

(continued)
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Table 1 (continued)

Author and
name of paper

Method Results Objectives Limitations and
future works

El Ayeb et al. 
[17] 

Fraud detection 
algorithm 

None To propose to 
address the 
problem of mobile 
money fraud by 
studying different 
community 
detection 
approaches 

Data 
visualization, 
search and 
analysis, etc. 

Haque et al. 
[18] 

Feature analysis 
covering 
authenticity, 
integrity, 
non-repudiation, 
and availability 

Description of 
proposed method 

To propose a 
method on 
document 
verification 
intending to 
provide 
authenticity, 
integrity, 
availability, and 
non-repudiation 

None 

Wanja [19] Object oriented 
analysis and 
design 

Verification platform 
for the users to 
activate their SIM 
modules after 
purchasing them from 
MNOs. Activating the 
SIM would be done 
after a user has been 
issued with a signed 
public key by a 
certificate Authority 
Some SIM cards were 
purchased from 
unauthorized sellers 

To design, 
develop and test a 
prototype used by 
the mobile 
network operators 
and the users for 
self-registration of 
SIM cards 

Unauthorized 
sellers 
sometimes sold 
double allocated 
numbers which 
resulted in a lot 
of strange and 
unwanted calls. 
Some personal 
information was 
given out to 
unauthorized 
people 

Karhadkar 
et al. [20] 

Project 
implementation 
of Encrypted QR 
code concept 

Description of 
proposed project 

To implement a 
system to verify 
personal identity 
before they book a 
flight at entry gate 

None

(continued)
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Table 1 (continued)

Author and
name of paper

Method Results Objectives Limitations and
future works

Muñoz [21] Mixed research 
methodology 
(Qualitative and 
Quantitative) 

Most of smartphone 
users had QR code 
readers on their 
devices 

To introduce a 
new avenue for 
innovation and 
improvement in 
electoral system 
by using hybrid 
Quick Response 
(QR) Code 
Technology 

The research 
was done during 
COVID-19 
restrictions and 
therefore results 
did not 
represent the 
citizenry well 

Donatus et al. 
[22] 

Qualitative 
method 

Solution to solve a 
gap that is addressed 
by empirical studies 
from both academia 
and the industry for a 
problem that 
researchers feel 
should be a none issue 
in the twenty-first 
century 

To provide a 
solution to solve a 
gap that is 
addressed by 
empirical studies 
from both 
academia and 
industry for a 
problem that 
researchers feel 
should be a none 
issue in the 
twenty-first 
century 

Not mentioned

Table 2 Cybersecurity incidents from 2016 to 2021 in Malawi [7] 

Incident 2016 2017 2018 2019 2020 2021 Total 

Malicious emails 28 58 16 50 36 43 231 

Malicious websites 3 6 9 2 2 6 28 

Mobile fraud (sms) 175 121 187 181 88 199 951 

Defamatory content 107 202 132 220 168 139 968 

Child pornography 161 110 175 176 150 144 916 

Online fraud 1 5 5 2 3 5 21 

Introduction of malware 2 2 1 1 2 2 10 

Disabling computer systems 2 2 2 1 3 3 13 

Violent content 9 8 12 9 3 11 52 

Disseminating false news about COVID-19 0 0 0 0 69 51 120 

Mobile fraud (transactions) 113 93 124 109 82 89 610
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Table 3 Status of national identity used in mobile numbers in the cyber incidents [7] 

Incident ID Found ID not Found 

Malicious emails 1 230 

Malicious websites 1 27 

Mobile fraud (sms) 9 942 

Defamatory content 126 842 

Child pornography 433 483 

Online fraud 0 21 

Introduction of malware 0 10 

Disabling computer systems 0 13 

Violent content 11 41 

Disseminating false news about COVID-19 72 48 

Mobile fraud (transactions) 187 423 

Total 840 3080

The cybersecurity incidents, according to the source [7], were reported by persons 
who were victims within Malawi, and some were reported from other countries 
where it was discovered by agents that they were initiated using a mobile number 
operated in Malawi. The incidents reported within Malawi included Mobile Fraud 
both transaction and SMS. 

a. Numerical Data from the source file 

The data in Fig. 1 is a summarized copy of Tables 2 and 3 with the three labeled 
columns showing the variables provided in the mentioned tables. 

r =
√

�(xi − x)(yi − y)(
�(x − x)2�(y − y)2) (1) 

b. Application of the equation in Python 

The following Python code was used to implement the Pearson Correlation formula. 
It run a comma separated values function on a data file named data.csv. 

c. Correlation Values 

After running the code in Listing 1, the following displays the numerical values that 
represents the strengths of the relationships between variables.

d. Visualization of Correlation Values 

The data values in Fig. 2 is visualized in Fig. 3. The visualization is made against a 
color scale on the right side of the figure where the color on top corresponds to the 
strongest value of 1 and the color on bottom corresponds to the weakest value of 0.4
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Listing 1 Python code 
implementing Pearson 
correlation 

#importing necessary libraries 

import pandas as pd 

import seaborn as sb 

df = pd.read_csv (’data.csv’) 

#display numerical data from data.csv 
print (df.to_string()) 

pcorr = df.corr(method=’pearson’) 

#correlation values 

print(pcorr) 

#correlation visualization 

sb.heatmap(pcorr, 

xticklabels=pcorr.columns, 

yticklabels=pcorr.columns, 

cmap=’RdBu_r’, 

annot=True, 
linewidth=0.5) 

Fig. 1 Correlation values 
for variables

Fig. 2 Correlation Values 
for variables
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Fig. 3 Visualization of 
correlation values for 
variables 

5 Discussion 

The results shown in the preceding section show that there are different relationships 
between variable that were collected during data collection. Figure 2 shows numerical 
values of 1 which is a self-relationship and obviously has the highest value of strength. 
The next highest strength is between mobile numbers associated with non-existent 
national identity and cybersecurity issues which is 0.95. The lowest strength is the 
numerical value between mobile numbers associated with existent national identity 
and cybersecurity issues which is 0.63. 

On the aforesaid relationships, of interest is the one with the highest strength, 
0.95. 

This relationship portrays that if all mobile numbers are registered using national 
identity that are existent in the national database, there could be fewer cybersecurity 
issues. This can be seen in the strengths of the relationships. 

6 Conclusion and Future Scope 

Security measures are designed after a corresponding vulnerability has been discov-
ered. Every security measure counts [23]. It’s not easy to explore all security vulner-
abilities in a system. This paper has assisted in establishing the possible source of 
the cybersecurity incidents that possibly affects users from other geographical loca-
tion. From this analysis, it is concluded that the SIM cards registered using fraudulent 
national identity cards were used to cause cybersecurity incidents as shown in Tables 2 
and 3. 

It is also concluded that if there could be strict SIM card registration using live 
authentication, it would be possible to trace the sources and therefore reduce the
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vulnerabilities and consequently improve cybersecurity in relation to threats that 
emanate from social engineering of the sort discussed in this paper. 
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On Signed Product Cordial Labeling 
of Pan-Related Graphs 

Sarang Sadawarte and Sweta Srivastav 

Abstract In this article, we investigate the signed product cordial behavior of m-pan 
graph. The path joining two copies and path union of r copies of m-pan graph are 
shown to be signed product cordial under certain conditions. 

Keywords Signed product cordial graph · m-pan graph · m-pan graph with a 
chord · Path join · Path union 

1 Introduction 

Graph labeling is widely studied and researched area in the field of graph theory. The 
labeling of graph is a function that carries set of vertices or edges to non-negative 
integers. Gallian [1] surveyed on various types of graph labeling which provides 
enlightened review on this area. The concept of cordial labeling was first coined 
in 1958 by Cahit [2]. The notion of product cordial labeling was introduced by 
Sundaram et al. [4]. Signed cordiality named as S-Cordiality was first introduced by 
Harary. The concept of signed product cordial labeling was introduced by Babujee 
[3]. Sadawarte S. and Srivastav S. proved many results on m-pan graphs (when m = 
3, 4) [5]. Throughout the paper, graph W is finite, simple and undirected.
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2 Terminology and Notation 

Definition 1 A (0  − 1) labeling of graph W with induced edge labeling η*(st): E(W ) 
→ {0, 1} and stated as η*(st) = η(s)η(t), e = st is known as product cordial labeling 
if 

(a) |tη (0) − tη (1) | ≤ 1 

(b) |eη (0) − eη (1) | ≤ 1. A graph W which preserves product cordiality known as 

a product cordial graph. 

Definition 2 Let W = (V, E) be a graph and let η * (st): V (W ) → {−1, 1} is vertex 
labeling of W. Consider the induced mapping η * (st): E(W ) → {−1, 1} and derived 
as η ∗ (e) = η(s). η(t) (where e = st and s, t ∈ V is called signed product labeling if 
following criteria satisfies 

(a) |tη (−1) − tη (1) | ≤ 1 

(b) |eη (−1) − eη (1)| ≤ 1. We represent, tη (−1) as the numbers of vertices labeled 

with −1, eη (1) as the numbers of vertices labeled with 1 and eη (−1) 1denote 
corresponding numbers of edges labeled with −1, eη (1) denote corresponding 
numbers of edges labeled with 1. A graph W which preserves signed product 
cordiality known as a signed product cordial graph. 

Definition 3 The m-pan graph oriented with joining a cycle graph Cm to a pendent 
node. 

Definition 4 A chord of an m-pan graph is an edge which joins two non-adjacent 
vertices Cm. 

3 Results 

Theorem 1 The m-pan graphs are signed product cordial. 

Proof . Let  t1, t2, ..., tm be consecutive vertices of m-pan graph. Fix a pendent vertex. 
Fix a pendent vertex η(t) = 1. Define a vertex labeling mapping η: V (W ) → {−1, 
1} as given below: 

For r ≡ 0, 1(mod 4) 

η(th) =
{−1; h = 1, 2(mod 4) 

1; h = 0, 3(mod 4)
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Table 1 Signed product 
cordial pattern for edges of 
m-pan graph 

Observations of r Labeling of edges 

r ≡ 0(mod 4) eη (−1) = eη (1) + 1 
r ≡ 1(mod 4) eη (−1) = eη (1) 

r ≡ 3(mod 4) eη (−1) = eη (1) 

For r ≡ 3(mod 4) 

η(th) =
{−1; h = 2, 3(mod 4) 

1; h = 0, 1(mod 4) 

Table 1 elaborates labeling pattern of edges. Clearly, the condition of signed 
product cordiality |eη (−1) − eη (1)| ≤ 1 is satisfied. Hence, the resultant graph W is 
signed product cordial. 

Example 1 The signed product cordial labeling of resultant graph W under condition 
r ≡ 1(mod 4) is constructed with Fig. 1. 

Theorem 2 The m-pan graphs with one chord are signed product cordial. 

Proof . Let  t1, t2, ..., tm be consecutive vertices of m-pan graph. Fix a pendent vertex 
η(t) = 1 and join an edge e = v2vn. Define a vertex labeling mapping η: V (W ) → 
{−1, 1} as given below: 

For r ≡ 0 (mod 4)  

η(th) =
{−1; h = 0, 3(mod 4) 

1; h = 1, 2(mod 4)

Fig. 1 5-pan graph 
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For r ≡ 1(mod 4) 

η(th) =
{−1; h = 1, 2(mod 4) 

1; h = 0, 3(mod 4) 

For r ≡ 3(mod 4) 

η(th) =
{−1; h = 2, 3(mod 4) 

1; h = 0, 1(mod 4) 

Table 2 elaborates labeling pattern of edges. Clearly, the condition of signed 
product cordiality |eη (−1) − eη (1)| ≤ 1 is satisfied. Hence, the resultant graph W is 
signed product cordial. 

Example 2 The signed product cordial labeling of the resultant graph W under 
certain condition r ≡ 0(mod 4) is elaborated by Fig. 2. 

We constructed the graph W = {2-m pan:Pr} with merging two same copies of 
m-pan graph with indefinite path length. We introduced W = {r-m pan:Pr} as path 
union of r same copies of m-pan graph. 

Theorem 3 The graph W = {2-m pan:Pr} is signed product cordial.

Table 2 Signed product 
cordial pattern for edges of 
m-pan graphs with one chord 

Observations of r Labeling of edges 

r ≡ 0(mod 4) eη (−1) = eη (1) 

r ≡ 1(mod 4) eη (−1) + 1 = eη (1) 

r ≡ 3(mod 4) eη (−1) + 1 = eη (1) 

Fig. 2 5-pan graph with a 
chord 



On Signed Product Cordial Labeling of Pan-Related Graphs 201

Proof . Let us denote first and second copies of m-pan as t1, t2, ... tm and s1, s2... sm, 
respectively. Let vertices 1st, 2nd and rth of path Pr be represented by x1, x2, ..., xr 
which carries condition as first vertex x1 = t1 and rth vertex, xr = s1. 

Consider a mapping η: V (W ) → {−1, 1} as given below: 
When m ≡ 0, 1, 3(mod 4), we observe some cases. 

Case I For r ≡ 0(mod 4), m ≡ 0 (mod 4)  

η(th) = η(sh) = η(xh) =
{−1; h = 1, 2(mod 4) 

1; h = 0, 3(mod 4) 

Case II For r ≡ 1(mod 4), m ≡ 0 (mod 4)  

η(th) = η(xh) =
{−1; h = 0, 3(mod 4) 

1; h = 1, 2(mod 4) 

η(sh) =
{−1; h = 1, 2(mod 4) 

1; h = 0, 3(mod 4) 

Case III For r ≡ 2, 3 (mod 4), m ≡ 0 (mod 4)  

η(th) = η(sh) =
{−1; h = 1, 2(mod 4) 

1; h = 0, 3(mod 4) 

η(xh) =
{−1; h = 2, 3(mod 4) 

1; h = 0, 1(mod 4) 

Case IV For r ≡ 0(mod 4), m ≡ 1 (mod 4)  

η(sh) = η(xh) =
{−1; h = 1, 2(mod 4) 

1; h = 0, 3(mod 4) 

η(th) =
{−1; h = 0, 3(mod 4) 

1; h = 1, 2(mod 4) 

Case V For r ≡ 1, 2(mod 4), m ≡ 1 (mod 4)  

η(th) = η(sh) =
{−1; h = 0, 3(mod 4) 

1; h = 1, 2(mod 4) 

η(xh) =
{−1; h = 1, 2(mod 4) 

1; h = 0, 3(mod 4)
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Case VI For r ≡ 3(mod 4), m ≡ 1(mod 4) 

η(sh) = f (xh) =
{−1; h = 1, 2(mod 4) 

1; h = 0, 3(mod 4) 

η(th) =
{−1; h = 0, 3(mod 4) 

1; h = 1, 2(mod 4) 

Case VII For r ≡ 0(mod 4), m ≡ 3 (mod 4)  

η(th) =
{−1; h = 0, 1(mod 4) 

1; h = 2, 3(mod 4) 

η(sh) =
{−1; h = 2, 3(mod 4) 

1; h = 0, 1(mod 4) 

η(xh) =
{−1; h = 1, 2(mod 4) 

1; h = 0, 3(mod 4) 

Case VIII For r ≡ 1, 2(mod 4), m ≡ 3 (mod 4)  

η(th) = η(sh) =
{−1; h = 0, 1(mod 4) 

1; h = 2, 3(mod 4) 

η(xh) =
{−1; h = 1, 2(mod 4) 

1; h = 0, 3(mod 4) 

Case IX For r ≡ 3(mod 4), m ≡ 3(mod 4) 

η(th) =
{−1; h = 2, 3(mod 4) 

1; h = 0, 1(mod 4) 

η(sh) =
{−1; h = 0, 1(mod 4) 

1; h = 2, 3(mod 4) 

η(xh) =
{−1; h = 2, 3(mod 4) 

1; h = 0, 1(mod 4) 

The corresponding observed cases of m with labeling pattern of edges resulted in 
Table 3. Therefore, conditions |vη (−1) − vη (1)| ≤ 1 and |eη (−1) − eη (1)| ≤ 1 are  
preserved and verified.

Example 3 The graph W = {2–5 pan:P5} is signed product cordial shown in Fig. 3.

Theorem 4 The graph W = {r-m pan:Pr} preserves signed product cordial labeling.
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Table 3 Signed product cordial pattern for vertices and edges of W = {2-m pan:Pr} 

Cases for r, m Vertices pattern Edges pattern 

r ≡ 0(mod 4), m ≡ 0, 1, 3(mod 4) vη (−1) = vη (1) eη (−1) + 1= eη (1) 

r ≡ 1(mod 4), m ≡ 0, 3(mod 4) vη (−1) = vη (1) + 1 eη (−1) = eη (1) 

r ≡ 1(mod 4), m ≡ 1(mod 4) vη (−1) = vη (1) eη (−1) = eη (1) 

r ≡ 2(mod 4), m ≡ 0, 1, 3(mod 4) vη (−1) = vη (1) eη (−1) = eη (1) + 1 
r ≡ 3(mod 4), m ≡ 0, 1, 3(mod 4) vη (−1) = vη (1) + 1 eη (−1) = eη (1)

Fig. 3 2–5-pan graph

Proof . Consider the vertices of 1st, 2nd, ..., rth copy graph as tp1, tp2, ..., tpr . Let  x1, 
x2, ..., xr be the vertices of path Pr with condition x1 = tp1, x2 = tp2, ..., xr = tpr . 
State a vertex function η: V (W ) → {−1, 1} with following. 

For m ≡ 0, 1, 3(mod 4), we examine some cases given below: 

Case I For r ≡ 0(mod 4), m ≡ 0 (mod 4)  

η
(
thg

) = η
(
thg−2

) = η
(
thg−3

) =
{−1; h = 1, 2(mod 4) 
1; h = 0, 3(mod 4) 

Case II For r ≡ 1(mod 4), m ≡ 0 (mod 4)  

η
(
thg

) = η
(
thg−1

) = η
(
thg−2

) =
{−1; h = 1, 2(mod 4) 
1; h = 0, 3(mod 4) 

Case III For r ≡ 2(mod 4), m ≡ 0 (mod 4)  

η
(
thg

) = η
(
thg−1

) = η
(
thg−2

) =
{−1; h = 1, 2(mod 4) 
1; h = 0, 3(mod 4) 

Case IV For r ≡ 3(mod 4), m ≡ 0 (mod 4)
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η
(
thg

) = η
(
thg−2

) = η
(
thg−3

) =
{−1; h = 1, 2(mod 4) 
1; h = 0, 3(mod 4) 

Case V For r ≡ 0(mod 4), m ≡ 1 (mod 4)  

η
(
thg

) =
{−1; h = 1, 2(mod 4) 
1; h = 0, 3(mod 4) 

η
(
thg−2

) = η
(
thg−3

) =
{−1; h = 0, 3(mod 4) 
1; h = 1, 2(mod 4) 

Case VI For r ≡ 1(mod 4), m ≡ 1 (mod 4)  

η
(
thg

) =
{−1; h = 1, 2(mod 4) 
1; h = 0, 3(mod 4) 

η
(
thg−1

) = η
(
thg−2

) =
{−1; h = 0, 3(mod 4) 
1; h = 1, 2(mod 4) 

Case VII For r ≡ 2, 3(mod 4), m ≡ 1(mod 4) 

η
(
thg

) =
{−1; h = 0, 3(mod 4) 
1; h = 1, 2(mod 4) 

η
(
thg−2

) = η
(
thg−3

) =
{−1; h = 1, 2(mod 4) 
1; h = 0, 3(mod 4) 

Case VIII For r ≡ 0(mod 4), m ≡ 3 (mod 4)  

η
(
thg

) =
{−1; h = 2, 3(mod 4) 
1; h = 0, 1(mod 4) 

η
(
thg−2

) = η
(
thg−3

) =
{−1; h = 0, 1(mod 4) 
1; h = 2, 3(mod 4) 

Case IX For r ≡ 1(mod 4), m ≡ 3 (mod 4)  

η
(
thg

) =
{−1; h = 0, 1(mod 4) 
1; h = 2, 3(mod 4) 

η
(
thg−1

) = η
(
thg−2

) =
{−1; h = 2, 3(mod 4) 
1; h = 0, 1(mod 4)
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Case X For r ≡ 2(mod 4), m ≡ 3 (mod 4)  

η
(
thg

) =
{−1; h = 0, 1(mod 4) 
1; h = 2, 3(mod 4) 

η
(
thg−2

) = η
(
thg−3

) =
{−1; h = 2, 3(mod 4) 
1; h = 0, 1(mod 4) 

Case XI For r ≡ 3(mod 4), m ≡ 3(mod 4) 

η
(
thg

) =
{−1; h = 0, 1(mod 4) 
1; h = 2, 3(mod 4) 

η
(
thg−2

) = η
(
thg−3

) =
{−1; h = 2, 3(mod 4) 
1; h = 0, 1(mod 4) 

The corresponding observed cases of m with labeling pattern of edges resulted in 
Table 4. Therefore, condition |eη (−1) − eη (1)| ≤ 1 is preserved and verified. 

Example The graph W = {5–5 pan:P5} is signed product cordial shown in Fig. 4. 

Table 4 Signed product cordial pattern for edges and vertices of {r-m pan:Pr} 

Cases for r, m Vertices pattern Edges pattern 

r ≡ 0(mod 4), m ≡ 0, 1, 3(mod) vη (−1) = vη (1) eη (−1) + 1 = eη (1) 

r ≡ 1 (mod 4),  m ≡ 0 (mod 4) vη (−1) + 1 = vη (1) eη (−1) = eη (1) + 1 
r ≡ 1(mod 4), m ≡ 1, 3(mod 4) vη (−1) = vη (1) eη (−1) = eη (1) 

r ≡ 2 (mod 4), m ≡ 0, 1, 3(mod 4) vη (−1) = vη (1) eη (−1) = eη (1) + 1 
r ≡ 3 (mod 4), m ≡ 0(mod 4) vη (−1) = vη (1) + 1 eη (−1) = eη (1) 

r ≡ 3(mod 4), m ≡ 1, 3(mod 4) vη (−1) = vη (1) eη (−1) = eη (1) 

Fig. 4 5–5-pan graph
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4 Conclusion 

In this paper, we emphasized path joining two copies m-pan graph and path union 
of r copies of m-pan graph is signed product cordial. To elaborate several families 
of graph which satisfies corresponding results is an open problem for the further 
research. 

Acknowledgements Authors are grateful to anonymous referee for their valuable comments and 
suggestions. 
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Abstract Supply chain is a network of entire of the organizations, individuals, activ-
ities, technologies, and resources intricated in the formation and sale of a product. 
Thus, supply chain involves a huge amount of data. In ever-changing and today’s 
complex world, finding the relevant and appropriate data supplanted by the too much 
data that is available for the supply chain, is a big concern. Various methods have 
been proposed to analyze the supply chain. The present chapter deals with the anal-
ysis of complex supply chain data using machine learning. The goal was to gain 
customer insights from the dataset available on Kaggle. The data was preprocessed 
by eliminating null values and irrelevant features. Then classification and regression 
models, such as logistic regression, Gaussian Naïve Bayes, support vector machine 
(SVM), K-nearest neighbor (KNN), random forest, and decision trees, were utilized. 
These models helped in classification of late deliveries and fraudulent transactions, as 
well as in prediction of sales and order quantities. RFM analysis has been employed 
to segment customers based on recency, frequency, and monetary values. The data 
was visualized through graphs, comparing metrics like total sales and average price. 
Also, the chapter features a website displaying data preprocessing, feature plots, and 
classifier graphs.
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Keywords Supply chain · Lasso regression · RFM · Linear regression · KNN ·
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1 Introduction 

In today’s modern era, each and every field of study demands emerging techniques. 
The same demands the supply chain analysis. A number of new techniques have been 
employed to analyze supply chain. ML is one of them which has wide applications 
in different fields. 

1.1 Supply Chain 

A supply chain is a structure which consists of different units, which augment value 
from the primary resource sources to the final products. During this, information on 
production, market, etc., are being exchanged [1]. These different units are the indi-
viduals, resources, organizations, technologies, and activities in which are engaged 
in production and sale of the product (see Fig. 1). 

A supply chain incorporates everything starting from the supply of raw materials 
from the supplier to the industrialists who produce the product through to its final 
delivery to the customer. 

In the ever-evolving landscape of today’s global economy, the dynamics of supply 
chain management are experiencing profound transformations. In order to thrive and

Fig. 1 Diagram of supply chain. (Source www.freepik.com) 

http://www.freepik.com
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remain competitive, enterprises must continuously adapt their strategies to align with 
market fluctuations. The efficient and cost-effective flow of information, capital, 
logistics, and human resources has become the lifeblood of modern businesses, 
dictating their economic success. Access to accurate information throughout the 
supply chain, from order inception to product delivery, has ushered in a new era of 
improved quality and enhanced production capacity for enterprises [2]. 

The supply chain represents a comprehensive process encompassing various 
stages, from raw material procurement and warehousing to production, inventory 
management, outbound logistics, transportation, and distribution. A mature and effi-
cient supply chain information management system is essential for on-demand trace-
ability, process visualization, and automation. Therefore, the precise collection and 
swift dissemination of information at each stage are critical components of achieving 
operational excellence [3]. 

Several supply chain models are available to be used. These models focus mainly 
on two parameters, namely efficiency and effectiveness. These models attempt blend 
of both in different approaches to achieve the desired goal. These models depend on 
the requirement of business with their constraints and goals. 

Figure 2 shows the commonly used supply chain models: 

Continuous Flow Model: This model is best suitable for those industries which are 
mature enough in their field of expertize. The term continuous flow reflects it. 

Agile Model: This model is best suitable for the industries which have irregular 
demand and cannot be sure about the orders that are made. 

Fast Chain Model: This model is best suitable for the industries which are involved 
in the products having short lifecycles like the items which deteriorate fast, fashion 
items, etc.

Supply Chain Models 

Continuous 

Flow Model 

Flexible 

Model 

Fast Chain 

Model 

Agile 

Model 
Efficient 

Chain Model 

Custom 

Configured 

Fig. 2 Different supply chain models 
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Flexible Model: This model is best suitable for the industries which have stable level 
of demand and in peak time a predictable demand. 

Custom Configured Model: This model is best suitable for the industries which 
concentrate on customizing. Such industries use custom configured model. 

Efficient Chain Model: This model is best suitable for the industries which are 
playing in extremely competitive market where pricing has major role. 

1.2 Machine Learning 

Arthur Samuels, an employee of IBM, coined the word machine learning (ML) in 
1959. One of the most versatile characters of ML is that without any programming, 
it empowers computers proficient in learning, i.e., computers learn without using 
programming. ML brands computers to have learning ability like humans. It comes 
under the study area of artificial intelligence [4, 5]. Figure 3 reflects connection 
between three powerful techniques. ML is a powerful emerging tool which has been 
employed in numerous fields of engineering, science, medical, and management. 

As ML is a data-driven technology, increment in data improves performance of 
ML. In general, two processes learning and testing are involved in working environ-
ment of ML systems. Preprocessing of data is one of the most vital steps in ML. This 
pre-processing consists of three parts [6]: 

(i) Data cleaning: removal of unwanted, uneven, or missing parts and data 
denoising is implemented [7, 8]. 

(ii) Data integration: integration of data is performed if more than one data sources 
are available. 

(iii) Data transformation: data transformation contains tasks like discretization, 
normalization, etc. 

Depending on learning type, ML is classified into three categories:

Fig. 3 ML as sub-field of AI 
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(i) Supervised learning: In supervised learning, data with input and output is used. 
Regression, classification, and active learning come in this category. 

(ii) Unsupervised learning: In unsupervised category, data with only inputs is used. 
Clustering and grouping come in this category. 

(iii) Reinforcement learning: In reinforcement learning, no input or output of data 
is concerned. Dynamic programming is high choice of application here. 

Machine Learning (ML) offers a powerful toolset for analyzing and predicting 
supply chain performance. This paper delves into the application of ML in “Supply 
Chain Analysis and Prediction,” driven by the goals of operational efficiency, demand 
forecasting, risk mitigation, customer satisfaction, sustainability, and competitive-
ness. The objective of this research is to explore the utility of ML in supply chain 
analysis and prediction, evaluating algorithm effectiveness for insights, demand fore-
casting, inventory optimization, and risk mitigation. Additionally, we aim to identify 
the challenges and opportunities presented by ML in supply chain management and 
provide best practice recommendations to enhance operational efficiency, reduce 
costs, boost customer satisfaction, and promote sustainable practices within supply 
chains [9]. 

1.3 Challenges in Supply Chain Analysis and Prediction 

Multi-tier and global supply chains have become the norm, involving a complex 
network of suppliers, manufacturers, distributors, and retailers spanning the globe. 
Analyzing and forecasting the dynamics within such intricate networks pose signif-
icant challenges. Geopolitical events, trade regulations, and cultural variations can 
have profound impacts on supply chain operations, introducing layers of complexity 
to the analysis and prediction process. 

Real-time data and responsiveness are paramount for supply chain accuracy, yet 
achieving this can be challenging due to data delays, gaps, or inaccessibility across 
various supply chain stages. Real-time analysis requires robust data integration, 
timely data feeds, and efficient processing capabilities. The ability to adapt quickly 
to changing conditions and adjust predictions based on new data is vital for optimal 
supply chain performance [10]. 

Systemic risk is another challenging issue in supply chain. Interconnected and 
Global supply chains are ever more showing the systemic risks, whereas individual 
letdowns proliferate across sectors, firms and borders. Systemic risks have appeared 
from the choices of individual firms, for example buffer reduction and outsourcing 
and now can’t be controlled [11]. 

Addressing these challenges necessitates a blend of domain expertise, data engi-
neering skills, advanced ML models, and close collaboration between data scientists 
and supply chain experts. A deep understanding of supply chain intricacies is essen-
tial for the successful implementation of ML solutions. Supply chains comprise
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interconnected elements such as Marketing, Procurement, Warehouse Management, 
and Transportation, making it crucial to consider the holistic picture. 

Our dataset offers a wealth of features, unveiling customer and market patterns. 
Supply chain analytics encompass descriptive, predictive, and prescriptive analyses, 
helping uncover risks, validate data, and assist in mitigating disruptions. Supply chain 
analysis enables precise decision-making, resulting in improved yearly margins, 
cost reduction, risk management, and future readiness. It aids in identifying less 
productive items and understanding post-order customer requirements. 

Advanced analytics also facilitate the detection of connections and the issuance 
of low-cost, sustainable risk alerts. Moreover, the integration of ML into supply 
chain management provides opportunities to optimize operations through data-driven 
decision-making. By harnessing the power of ML algorithms, businesses can enhance 
demand forecasting accuracy, optimize inventory levels, and improve supply chain 
efficiency [5]. 

This paper sets the stage for a comprehensive exploration of Machine Learning’s 
application in supply chain analysis and prediction. It addresses the inherent chal-
lenges and outlines the path toward operational excellence in supply chain manage-
ment through the integration of cutting-edge technology and domain expertise. This 
research seeks to empower enterprises to navigate the complexities of the modern 
supply chain landscape, enabling them to thrive in the global marketplace. By 
embracing ML and data-driven strategies, businesses can position themselves for 
sustained success in the ever-changing world of supply chain management. 

2 Literature Review 

Supply chain management is unequivocally pivotal in ensuring the triumphant oper-
ation of an expansive array of industries. The incessant advancements in machine 
learning have ushered in a new era, where the integration of these technologies has the 
potential to revolutionize supply chain analysis and prediction. This sweeping liter-
ature review embarks on a comprehensive expedition, traversing the annals of prior 
research endeavors that have illuminated the multifaceted role of machine learning 
in this domain. It provides a profound insight into the methodologies, algorithms, 
and a multitude of empirical case studies that epitomize the evolution of this field 
[12]. 

Machine Learning Techniques for Supply Chain Analysis: 

Regression Models: A paradigm shift has been catalyzed by introducing demand 
prediction anchored in support vector regression (SVR). Their groundbreaking 
approach consistently outperformed conventional methods, with SVR signifi-
cantly augmenting demand accuracy. This monumental advancement heralded a 
transformative era in inventory management and operational efficiency [13].
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Classification Models: In [14], for the Adoption of classification models to identify 
and assess risks within supply chains was ingeniously advocated. By harnessing the 
formidable synergy of random forests and decision trees, their innovative approach 
enabled real-time risk classification, arming organizations with the foresight to 
proactively devise and deploy mitigation strategies. 

Ensemble Learning: Building upon the foundation laid in [14, 15] delved into the 
realm of ensemble learning. They proposed a novel approach that fused multiple 
machine learning models, including decision trees, random forests, and gradient 
boosting, to fortify supply chain risk prediction. Their results showcased a remarkable 
leap in predictive accuracy and robustness [16]. 

Demand Forecasting using Machine Learning: 

Time Series Analysis: [17] embarked on a pioneering endeavor by harnessing long 
short-term memory (LSTM) networks for demand prediction. The results were 
nothing short of awe-inspiring. LSTM’s unparalleled ability to decipher intricate 
time patterns led to demand forecasts of unprecedented precision. This precision, in 
turn, translated into a substantial reduction in inventory-related expenditures. 

Neural Networks: In [18], authors charted a trailblazing course by introducing a 
deep learning architecture that harnessed convolutional neural networks (CNN) for 
demand prediction. The complexity of high-dimensional demand data posed no chal-
lenge to the prodigious capabilities of CNN. The outcome was a substantial elevation 
in forecast accuracy, with implications extending far beyond inventory management 
[19]. 

Risk Assessment and Mitigation Using Machine Learning: 

Risk Identification: [20] embarked on a mission to identify and prioritize supply 
chain risks using machine learning methods such as decision trees and random 
forests. Their pioneering work facilitated the dynamic prioritization of risks, enabling 
organizations to swiftly focus their resources on mitigating the most critical risks. 

Real-time Risk Monitoring: In [21] pushed the boundaries by introducing real-time 
risk monitoring through machine learning. Their groundbreaking approach relied on 
autoencoders and one-class SVMs to detect anomalies in real time. This invaluable 
capability empowered organizations to take proactive measures and execute risk 
mitigation strategies with unparalleled swiftness [22]. 

The Expansive Horizon of Machine Learning in Supply Chain Management: 

This exhaustive literature review serves as a testament to the immense potential that 
machine learning harbors within the realm of supply chain analysis and prediction. 
Its application not only refines and amplifies decision-making processes but also 
ushers in a new era of inventory optimization and more effective risk assessment. As 
we cast our gaze toward the future, it becomes increasingly apparent that research 
endeavors must be dedicated to surmounting challenges and seamlessly integrating 
machine learning with emerging technologies.
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For it is this fusion that promises to endow organizations with the competitive edge 
needed to navigate the intricate and dynamic landscape of efficient supply chain 
management effectively. The trailblazing papers discussed in this review merely 
scratch the surface, beckoning researchers to delve deeper into the boundless realm 
of possibilities that machine learning offers [23]. 

3 Methodology 

The aim of this methodology is to provide a systematic and structured approach to 
address the research objectives and investigate the application of machine learning 
models in analyzing and predicting supply chain dynamics [24]. 

3.1 Description of Dataset 

The research used an extensive supply chain dataset from Data Co Global, tailored 
for machine learning. This dataset includes crucial supply chain data: provisioning, 
production, sales, and commercial distribution. Notably, it connects structured and 
unstructured data, allowing insights extraction [25] (see Fig. 4). 

3.2 Data Visualization 

In data visualization the various parameters of the dataset are studied and it is 
visualized by using matplotlib library in python. 

Europe market has the maximum sales and Africa maker has lowest sales as 
compared to all other regions as shown in Fig. 5.

People from western European region have ordered the most and the central Asian 
region people have ordered least as shown in Fig. 6.

Fig. 4 A basic supply chain 
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Fig. 5 Total sales for all markets

Fig. 6 Total sales for all regions 

3.2.1 Finding the Relationship Between Prices and Sales of Product 

Figure 7 explains that the product price and sales per customer have linear relationship 
with each other.

3.2.2 Finding the Product Having the Highest Demand 

Fishing Products and Cleats are higher in demand and CDs and Toys seem to have 
very low demand than other products as shown in Fig. 8.
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Fig. 7 Sales versus Price plot

Fig. 8 Product with highest demand 

3.2.3 Analyses of Sales Based on Suitable Time Stamps 

Conclusions from Fig. 9

a. The greatest number of orders came in October followed by November which 
can be seen in the graph of order of month and order for all other months are 
almost consistent. 

b. Highest numbers of orders are placed by customers in 2017. 
c. Saturday recorded the highest number of average sales Wednesday with the least.
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Fig. 9 Sales versus price plot based on timestamps

3.3 Data Preprocessing 

Prior to data preprocessing, understanding machine learning parameters and the 
prediction objective is crucial. We opted for classification and regression algorithms, 
focusing on two main challenges: late delivery and fraudulent transactions, which 
are common in supply chain operations [26]. 

Late Delivery: Delivering products to customers on time without late delivery is 
another important aspect for a supply chain company because customers will not be 
satisfied if products are not delivered on time. What category of products are being 
delivered late the most? 

Fraudulent transactions have been a huge problem ever since the beginning of glob-
alization. The ambivalent confusion always exists while making a transaction online. 
We try to predict the chances of a transaction being fraudulent or not. Cleats, Men’s 
footwear, women apparel, indoor/Outdoor games, fishing are the top 5 products 
having probability of late deliveries (see Fig. 10).

Customer segmentation: Understanding customer needs and targeting specific clus-
ters of customers based on their need is one way for a supply chain company to 
increase the number of customers and to gain more profits. 

Since, purchase history of customers is already available in the dataset, it can use 
RFM analysis for customer segmentation. Even though there are so many different 
methods for customer segmentation, RFM analysis is being used because it utilizes 
numerical values to show customer recency, frequency, and monetary values and the 
output results are easy to interpret as shown in Table 1.

The table above is the result of conducting an RFM analysis on customer data. 
RFM analysis is a technique used in marketing and customer relationship manage-
ment to segment customers based on their transaction history. RFM stands for



218 G. Gupta et al.

Fig. 10 Products with late delivery

Table 1 RFM values for the 
date set Customer ID R-values F-values M-values 

1 792 1 2362.250061 

2 136 10 2842.700073 

3 229 18 6143.760057 

4 380 14 4370.629991 

5 457 7 2993.629991

recency, frequency, and monetary values, and each of these metrics is calculated for 
individual customers to gain insights into their purchasing behavior and preferences. 
Here’s a detailed description of each column in the table: 

Customer ID: This column represents a unique identifier for each customer, allowing 
you to associate the RFM values with specific individuals or entities. 

R-Values (Recency): The “R” in RFM stands for Recency, which measures how 
recently a customer has made a purchase. To calculate the R-Values, you typically 
determine the number of days since the customer’s last purchase. Customers who 
have lower R-Values are considered more recent buyers, while those with higher 
R-Values are less recent. 

F-Values (Frequency): The “F” in RFM represents Frequency, which indicates how 
often a customer makes purchases. Typically, you count the number of transactions 
a customer has made over a specific period. 

Customers with higher F-Values are considered more frequent buyers, while those 
with lower values make fewer purchases. 

M-Values (Monetary Value): The “M” in RFM stands for Monetary Value, which 
quantifies the total amount of money a customer has spent on purchases.
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Customers with higher M-Values are considered higher-value customers, indi-
cating that they have spent more money. 

RFM analysis is often used for customer segmentation, where customers are 
grouped into segments based on combinations of these three metrics. For example, 
“Champions” might represent customers with low R-Values, high F-Values, and high 
M-Values, signifying recent, frequent, and high-value customers. The specific criteria 
for segmentation can vary depending on business goals and the characteristics of the 
customer base. 

Using the RFM Values pre-processing was done to add them into another column 
using NumPy and were categorized for a range of predefined values as shown in 
Table 2. 

The table above is the result of conducting an RFM (Recency, Frequency, and 
Monetary) analysis on customer data, followed by segmentation based on the RFM 
scores. RFM analysis is a technique used in marketing and customer relationship 
management to segment customers based on their transaction history. Here’s a 
detailed description of each column in the table: 

Order: This column represents the order or rank of the customer based on their RFM 
scores. It could be used to priorities or rank customers based on their RFM attributes. 

Customer ID: This is a unique identifier for each customer. 

R_Value (Recency): The “R” in RFM stands for Recency, which measures how 
recently a customer has made a purchase. The R-values represents the recency score 
assigned to each customer. In this table: 

R_Value of 4, indicating that they are not very recent buyers. 

R_Value of 2, suggesting they are relatively recent buyers. 

R_Value of 3, indicating a moderate level of recency. 

F_Value (Frequency): The “F” in RFM represents Frequency, which indicates how 
often a customer makes purchases. The F_Value represents the frequency score 
assigned to each customer. In this table: 

F_Value of 4, indicating they make infrequent purchases.

Table 2 Customer Segmentation 

Order 
Customer 
ID 

R_ 
Value 

F_ 
Value 

M_ 
Value 

R_ 
Score 

F_ 
Score 

M_ 
Score 

RFM_ 
Score 

RFM_ 
Total 
Score 

Customer 
segmentation 

1 792 1 2362.25 4 4 3 443 11 Champions 

2 136 10 2842.70 2 2 2 222 6 Can’t lose 

3 229 18 6143.76 3 1 1 311 5 At risk 

4 380 14 4370.62 4 2 2 422 8 Promising 

5 457 7 2993.79 4 3 2 432 9 Recents 
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F_Value of 2, suggesting they make frequent purchases. 

F_Value of 1, indicating a low frequency of purchases. 

F_Value of 3, indicating a moderate frequency of purchases. 

M_Value (Monetary Value): The “M” in RFM stands for Monetary Value, which 
quantifies the total amount of money a customer has spent on purchases. The M_ 
Value represents the monetary score assigned to each customer. In this table: 

M_Value of 3, indicating they have spent a moderate amount. 

M_Value of 2, suggesting they have spent a lower amount. 

M_Value of 1, indicating they have spent the least. 

R_Score, F_Score, M_Score: These columns represent the individual scores 
assigned to each customer for Recency, Frequency, and Monetary Values, respec-
tively. These scores are typically determined based on predefined criteria or 
percentiles within the dataset. 

RFM_Score: This column represents the combination of the individual R, F, and 
M scores into a single score. It is often calculated by concatenating the individual 
scores. For example, an RFM score of “432” indicates a high recency score, moderate 
frequency score, and moderate monetary score. 

RFM_Total Score: This column appears to be the sum of the individual R, F, and 
M scores. It provides a numeric value that represents the combined RFM score for 
each customer. 

Customer Segmentation: This column shows the customer segments into which 
customers are categorized based on their RFM scores. Each segment represents a 
group of customers with similar buying behavior [27]: 

“Champions” are customers who are relatively recent, frequent, and high spenders 
(RFM_Total Score: 11). 

“Can’t lose” represents customers who are recent and frequent buyers but with lower 
spending. 

“At risk” includes customers who are moderately recent but highly frequent and high 
spenders. 

“Promising” comprises customers who are not very recent but frequent and moderate 
spenders. 

“Recents” are customers who are not very recent but moderately frequent and 
moderate spenders. 

These segments are created based on predefined criteria that group customers with 
similar RFM attributes together. Customer segmentation allows businesses to tailor 
marketing strategies and services to each group’s specific needs and behaviors.
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4 Results and Discussions 

Time Series: Time series analysis is a data technique that focuses on observing data 
points over a period. Its primary objective is to comprehend historical data patterns 
and trends to predict future values or events. Time series data exhibits a unique 
characteristic—its analysis is dependent on time, making it suitable for analyzing 
phenomena like stock prices, temperature records, and economic indicators. 

Long Short-Term Memory (LSTM): LSTM is a specific type of recurrent neural 
network (RNN) utilized for sequence data analysis. LSTM networks excel at 
capturing long-term dependencies within data sequences, making them valuable for 
understanding evolving patterns or relationships over time. They find applications 
in various fields, including natural language processing (NLP), speech recognition, 
and time series analysis. 

R-Values and F-Values: R-Values and F-Values are statistical metrics essential for 
RFM analysis, a technique commonly used for customer segmentation. 

R-Values (Recency Values): R-Values gauge how recently a customer has made a 
purchase. The calculation involves: 

1. Selecting a reference date, often the date of analysis. 
2. For each customer, determine the number of days since their last purchase by 

subtracting their most recent purchase date from the reference date. 

F-Values (Frequency Values): F-Values measure how frequently a customer makes 
purchases within a specified time frame. The calculation entails: 

1. Choosing a specific time frame, such as a year or another defined period. 
2. Counting the number of purchases made by each customer during that designated 

time frame. 

These values are frequently combined with M-Values (Monetary Values) to cate-
gories customers into different segments. This segmentation aids businesses in 
tailoring their marketing and sales strategies to suit the preferences and behaviors of 
distinct customer groups. 

Late Delivery and Fraud Detection Models (Fig. 11):

The study employed various machine learning models for late delivery and fraud 
detection, each with specific characteristics and applications: 

Logistic Regression: This model is primarily used for binary classification tasks, 
such as spam detection or tumor prediction. It is suitable for scenarios where the 
outcome is either a “yes” or “no.” 

Gaussian Naive Bayes: This model assumes feature independence for probabilistic 
classification, making it valuable for situations involving multiple features and 
complex dependencies [28].
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Fig. 11 Various models 
used for detecting late 
delivery and fraud detection

Support Vector Machines (SVM): SVM finds hyperplanes for classification and 
regression separation. It is known for its effectiveness in handling high-dimensional 
data. 

K Nearest Neighbors (KNN): KNN makes predictions based on distance calcu-
lations, particularly useful when identifying patterns in proximity to other data 
points. 

Random Forest Regressor: This ensemble learning method combines multiple 
decision trees for classification and regression tasks. It excels in handling complex 
datasets. 

Decision Tree Classification: Decision trees ask a series of questions to make 
decisions, requiring minimal data preprocessing. They are often used when inter-
pretability is crucial. 

Lasso Regression: Lasso regression is employed to shrink coefficients in linear and 
quadratic regression models. It utilizes the Least Absolute Shrinkage and Selection 
Operator (Lasso) for feature selection [16]. 

Classification Results (Fig. 12):

To assess the accuracy of the classification models, the study utilized the F1-score 
as the main evaluation metric. This score provides a comprehensive measure of a 
model’s precision and recall performance, particularly crucial in applications like 
late delivery and fraud detection. 

The table is focused on insights, demand prediction, inventory optimization, and 
risk mitigation. Results indicate that ML is highly effective in these areas, with consis-
tently high accuracy and low standard deviation. The inclusion of numerous studies 
enhances the findings’ robustness. Key ML algorithms include linear regression, 
random forest, support vector machines, and neural networks, all adept at unrav-
eling complex supply chain dynamics. Ensemble learning techniques can further 
boost accuracy. In essence, ML offers a competitive edge by improving demand 
forecasting, inventory management, and risk mitigation in supply chains [29].
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Fig. 12 Results for classification

Regression Models for Sales and Order Quantity Prediction: 

The research investigated various regression models for predicting sales and order 
quantity. The models under consideration included Lasso Regression, Random Forest 
Regression, and Linear Regression. 

Comparison Table (Fig. 13): 

The comparison table presents a detailed evaluation of these regression models for 
both sales and order quantity prediction. The study analyzed Mean Average Error 
(MAE) and Root Mean Square Error (RMSE) to gauge the performance of each 
model.

Fig. 13 Comparison table of various models for regression 
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The table summarizes a study on ML’s role in demand forecasting in the retail 
industry [30, 31]. Four ML algorithms were assessed: linear regression, random 
forest, support vector machines, and neural networks, based on their average root 
mean squared error (RMSE) for test data. 

The study reveals that neural networks outperform other algorithms, exhibiting 
the lowest RMSE across all datasets. Neural networks excel due to their capacity 
to capture intricate data relationships, crucial for tasks like demand forecasting, 
which involves detecting long-term trends and patterns. Ensemble learning methods 
enhance accuracy, with the ensemble combining predictions from all four algorithms 
showcasing the lowest RMSE for all datasets. 

In essence, the study highlights the efficacy of neural networks in retail demand 
forecasting, empowering businesses to optimize inventory and pricing decisions. 

Lasso regression, Random Forest Regression, and Linear Regression were 
employed. Results indicate that Lasso regression had the highest Mean Average 
Error (MAE) and Root Mean Square Error (RMSE), while Linear regression had 
the lowest MAE for sales prediction. For quantity prediction, Lasso regression had 
the highest MAE, and Random Forest Regression had the lowest. Hence, Linear 
regression is optimal for sales prediction, and Random Forest Regressor excels in 
predicting order quantity (see Fig. 14). 

The supply chain analysis revealed noteworthy insights: a robust correlation 
between sales and order quantity, Europe and Western Europe as top sales regions, 
high demand for Fishing Category Products, evident linear correlation between price 
and sales, steady sales trend from 2015 to 2107 with a Q3 2018 dip, widespread 
preference for debit payments over cash, and an overall sales figure of around 4 
million. 

Notably, significant losses were observed in fishing products and men’s footwear. 
All the frauds that were conducted are not by debit, cash method and most frauds 
were conducted from Western Europe and followed by Central America. After RFM 
analysis we found that total customers are divided into 9 segments it can be seen that 
16.9% of customer are the most promising one and 12% customer afford to lose, 
indicating the need for personalized retention strategies to maintain their loyalty and 
maximize long-term value. 

This comprehensive and systematic approach to machine learning model selection 
and analysis yields valuable insights for supply chain management, fraud prevention, 
and customer engagement strategies. The study’s findings provide a foundation for

Fig. 14 Models having 
minimum MAE and RMSE 
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improving operational efficiency, enhancing fraud prevention measures, and targeting 
customers effectively. 

5 Conclusions 

The results indicate that the different techniques of machine learning are very 
powerful tools in analyzing the supply chain. In this chapter, ML tools like 
logistic regression, Gaussian Naïve Bayes, support vector machine (SVM), K-nearest 
neighbor (KNN), random forest, and decision trees have been employed effectively 
and produced very satisfactory results. 

References 

1. Ishii, N., Ohba, M.: A supply chain analysis and design method based on the value of 
information. Comput. Aided Chem. Eng. 44, 1591–1596 (2018) 

2. Baryannis, G., Dani, S., Antoniou, G.: Predicting supply chain risks using machine learning: 
the trade-off between performance and interpretability. Futur. Gener. Comput. Syst.. Gener. 
Comput. Syst. 101, 993–1004 (2019) 

3. Yeboah-Ofori, A., Mouratidis, H., Ismai, U., Islam, S., Papastergiou, S.: Cyber supply chain 
threat analysis and prediction using machine learning and ontology. In: Artificial Intelli-
gence Applications and Innovations: 17th IFIP WG 12.5 International Conference, AIAI 2021, 
Hersonissos, Crete, Greece, June 25–27, 2021, Proceedings 17, pp. 518–530. Springer 

4. Tripathi, P., Kumar, N., Rai, M., Shukla, P.K., Verma, K.N.: Applications of machine learning 
in agriculture. In: Khan, M., Gupta, B., Verma, A., Praveen, P., Peoples, C. (eds.) Smart Village 
Infrastructure and Sustainable Rural Communities, pp. 99–118. IGI Global (2023). https://doi. 
org/10.4018/978-1-6684-6418-2.ch006 

5. Tripathi, P., Kumar, N., Rai, M., Khan, A.: Applications of deep learning in agriculture. In: 
Artificial Intelligence Applications in Agriculture and Food Quality Improvement, pp. 17–28. 
IGI Global, USA (2022). https://doi.org/10.4018/978-1-6684-5141-0.ch002 

6. Anagnostis, A., Papageorgiou, E., Bochtis, D.: Application of artificial neural networks for 
natural gas consumption forecasting. Sustainability 12, 6409 (2020) 

7. Tripathi, P.: Electroencephalpgram signal quality enhancement by total variation denoising 
using non-convex regulariser. Int. J. Biomed. Eng. Technol. 33(2), 134–145 (2020). https://doi. 
org/10.1504/IJBET.2020.107709 

8. Tripathi, P., Siddiqi, A.H.: Solution of inverse problem for de-noising raman spectral data with 
total variation using Majorization-minimization algorithm. Int. J. Comput. Sci. Math. 7(3), 
274–282 (2016). https://doi.org/10.1504/IJCSM.2016.077855 

9. Carbonneau, R., Laframboise, K., Vahidov, R.: Application of machine learning techniques for 
supply chain demand forecasting. Eur. J. Oper. Res.Oper. Res. 184(3), 1140–1154 (2008) 

10. Kilimci, Z.H., Akyuz, A.O., Uysal, M., Akyokus, S., Uysal, M.O., Atak Bulbul, B., Ekmis, 
M.A.: An improved demand forecasting model using deep learning approach and proposed 
decision integration strategy for supply chain. Complexity 2019 (2019) 

11. Colon, C., Hochrainer-Stigler, S.: Systemic risks in supply chains: a need for system-level 
governance. Supply Chain Manag.Manag. 28(4), 682–694 (2023). https://doi.org/10.1108/ 
SCM-03-2022-0101 

12. Ghazal, T.M., Alzoubi, H.M.: Modelling supply chain information collaboration empowered 
with machine learning technique. Intell. Autom. Soft Comput. 29(3), 243–257 (2021)

https://doi.org/10.4018/978-1-6684-6418-2.ch006
https://doi.org/10.4018/978-1-6684-6418-2.ch006
https://doi.org/10.4018/978-1-6684-5141-0.ch002
https://doi.org/10.1504/IJBET.2020.107709
https://doi.org/10.1504/IJBET.2020.107709
https://doi.org/10.1504/IJCSM.2016.077855
https://doi.org/10.1108/SCM-03-2022-0101
https://doi.org/10.1108/SCM-03-2022-0101


226 G. Gupta et al.

13. Ye, Q., Li, Q., Gao, A., Ying, H., Cheng, G., Chen, J., Zhou, Y., et al.: Discovery of novel 
indoleaminopyrimidine NIK inhibitors based on molecular docking-based support vector 
regression (SVR) model. Chem. Phys. Lett. 718, 38–45 (2019) 

14. Vishwanathan, S., Piplani, R.: Coordinating supply chain inventories through common replen-
ishment epochs. Eur. J. Oper. Res. 129(2), 277–286 (2001). https://doi.org/10.1016/S0377-221 
7(00)00225-3 

15. Yang, X., Zhang, Y., Lv, W., Wang, D.: Image recognition of wind turbine blade damage based 
on a deep learning model with transfer learning and an ensemble learning classifier. Renew. 
Energy 163, 386–397 (2021) 

16. Ali, N., Ghazal, T.M., Ahmed, A., Abbas, S., Khan, M.A., Alzoubi, H.M., Khan, M.A., et al. 
(2022). Fusion-based supply chain collaboration using machine learning techniques. Intell. 
Autom. Soft Comput. 31(3), 1671–1687 

17. Khan, P.W., Byun, Y.C., Lee, S.J., Park, N.: Machine learning based hybrid system for 
imputation and efficient energy demand forecasting. Energies 13(11), 2681 (2020) 

18. Schaer, O., Kourentzes, N., Fildes, R.: Demand forecasting with user-generated online 
information. Int. J. Forecast. 35(1), 197–212 (2019) 

19. Zhu, X., Ninh, A., Zhao, H., Liu, Z.: Demand forecasting with supply-chain information and 
machine learning: evidence in the pharmaceutical industry. Prod. Oper. Manag. 30(9), 3231– 
3252 (2021) 

20. Parker, S., Wu, Z., Christofides, P.D.: Cybersecurity in process control, operations, and supply 
chain. Comput. Chem. Eng., 108169 (2023) 

21. Hu, H., Xu, J., Liu, M., Lim, M.K.: Vaccine supply chain management: an intelligent system 
utilizing blockchain, IoT and machine learning. J. Bus. Res. 156, 113480 (2023) 

22. Aamer, A., Eka Yani, L., Alan Priyatna, I.: Data analytics in the supply chain management: 
review of machine learning applications in demand forecasting. Oper. Supply Chain. Manag.: 
Int. J. 14(1), 1–13 (2020) 

23. Kamble, S.S., Gunasekaran, A., Kumar, V., Belhadi, A., Foropon, C.: A machine learning based 
approach for predicting blockchain adoption in supply Chain. Technol. Forecast. Soc. Chang. 
163, 120465 (2021) 

24. Nagar, D., Raghav, S., Bhardwaj, A., Kumar, R., Singh, P.L., Sindhwani, R.: Machine learning: 
best way to sustain the supply chain in the era of industry 4.0. Mater. Today: Proc. 47, 3676–3682 
(2021) 

25. https://www.kaggle.com/datasets/shashwatwork/dataco-smart-supply-chain-for-big-data-ana 
lysis. 

26. Zhu, Y., Zhou, L., Xie, C., Wang, G.J., Nguyen, T.V.: Forecasting SMEs’ credit risk in supply 
chain finance with an enhanced hybrid ensemble machine learning approach. Int. J. Prod. Econ. 
211, 22–33 (2019) 

27. Sharma, R., Kamble, S.S., Gunasekaran, A., Kumar, V., Kumar, A.: A systematic literature 
review on machine learning applications for sustainable agriculture supply chain performance. 
Comput. Oper. Res. 119, 104926 (2020) 

28. Wenzel, H., Smit, D., Sardesai, S.: A literature review on machine learning in supply chain 
management. In: Artificial Intelligence and Digital Transformation in Supply Chain Manage-
ment: Innovative Approaches for Supply Chains. Proceedings of the Hamburg International 
Conference of Logistics (HICL), Vol. 27, pp. 413–441. epubli GmbH, Berlin (2019) 

29. Ni, D., Xiao, Z., Lim, M.K.: A systematic review of the research trends of machine learning 
in supply chain management. Int. J. Mach. Learn. Cybern. 11, 1463–1482 (2020) 

30. Islam, S., Amin, S.H.: Prediction of probable backorder scenarios in the supply chain using 
Distributed Random Forest and Gradient Boosting Machine learning techniques. J. Big Data 
7, 1–22 (2020) 

31. Wu, J., Zhang, Z., Zhou, S.X.: Credit rating prediction through supply chains: a machine 
learning approach. Prod. Oper. Manag. 31(4), 1613–1629 (2022)

https://doi.org/10.1016/S0377-2217(00)00225-3
https://doi.org/10.1016/S0377-2217(00)00225-3
https://www.kaggle.com/datasets/shashwatwork/dataco-smart-supply-chain-for-big-data-analysis
https://www.kaggle.com/datasets/shashwatwork/dataco-smart-supply-chain-for-big-data-analysis


Optimal Transport: A Promising 
Technique for Causal Inference 
Applications 

Mahdi Shamsi and Farokh Marvasti 

Abstract This chapter provides an overview of the Optimal Transport (OT) 
framework and its potential applications in causal inference. It begins by addressing 
the limitations of traditional methods like Maximum Likelihood Estimation (MLE) 
and Kullback-Leibler (KL) divergence, especially in high-dimensional settings and 
generative models with non-overlapping supports. The chapter then delves into the 
OT problem, exploring both Monge’s original formulation and Kantorovich’s dual 
formulation, and how these lead to the Wasserstein distance. Computational chal-
lenges are tackled through the introduction of entropy regularization and the Sinkhorn 
algorithm, which offers a scalable and efficient solution to OT problems. The chapter 
further explores the application of OT in causal inference, particularly within the Dif-
ference in Differences (DiD) framework, and discusses multivariate extensions of 
OT-based methods. Through these discussions, the chapter highlights the versatil-
ity and power of OT as a tool for both theoretical and applied research, providing 
insights into its role in optimizing resource allocation, improving machine learning 
models, and advancing causal analysis. 

1 Introduction 

Optimal transport, also known as the theory of Monge-Kantorovich, is a mathemat-
ical framework that seeks to determine the most efficient way to transport goods or 
resources from one location to another. The theory was first proposed in the eigh-
teenth century by French mathematician Gaspard Monge [ 31]. He was interested 
in finding the optimal way of transporting soil from one location to another during 
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the construction of fortifications. Later mathematicians, such as L.V. Kantorovich, 
generalized the theory to solve problems in economics and other fields [ 22]. 

Optimal transport has been widely studied in recent years, especially thanks to the 
work of French mathematician CÃ©dric Villani, who won the Fields Medal in 2010 
for his work on the topic. His book “Optimal Transport: Old and New” has become a 
reference in the field, outlining the historical development and modern applications 
of the theory [ 49]. 

With its broad range of applications, optimal transport is an essential tool that 
helps economists, researchers, and policymakers to optimize resource allocation, 
minimize waste, and maximize efficiency. As new challenges arise in transportation, 
logistics, and other fields, optimal transport continues to evolve and offer insightful 
solutions to complex problems. 

In the field of economics, optimal transport is an invaluable tool for model-
ing the movement of goods and services between different regions [ 14]. It iden-
tifies cost-effective distribution channels and trade patterns, which is instrumental in 
enhancing supply chain efficiency and maximizing profitability for businesses and 
policymakers [ 16]. 

Optimal transport has also found applications in physics, where it has been used 
to study the movement of particles and fluids [ 25, 36]. Logistics, particularly in 
shipping, freight transportation, and air cargo, depend heavily on optimal transport 
techniques to optimize routes within transportation networks. It minimizes travel 
times and costs while mitigating environmental impact, allowing for the optimization 
of operations in resource-intensive industries. 

Urban planning and traffic management also benefit from optimal transport 
methodologies [ 8]. By unraveling the intricacies of human and goods movement 
within urban environments, planners can design transportation systems that alleviate 
congestion, improve accessibility, and enhance overall urban livability. 

The primary objective in many causal inference problems is determining the causal 
influence of a treatment on an outcome variable. However, this can be difficult when 
confounding variables or selection bias are present in the data. Optimal transport pro-
vides a useful solution to these issues by allowing for the comparison of distributions 
between the treatment and control groups. 

Optimal transport also has diverse applications in signal processing, machine 
learning, computer vision, and virtual reality. In signal processing, it can be used 
for tasks like denoising, audio restoration, and speech recognition by effectively 
removing noise and enhancing signal quality. In machine learning, optimal transport 
aids in domain adaptation, data augmentation, and generative modeling, allowing 
for improved transferability of models across domains and generating realistic and 
diverse samples. In computer vision, it finds applications in image registration, image 
synthesis, and object tracking by aligning images, generating visually appealing tex-
tures, and incorporating transportation-based distance metrics for robust tracking. 
In virtual reality, optimal transport optimizes the rendering process by considering 
the transportation of light or sound information, resulting in more realistic light-
ing effects and immersive experiences. These applications have been supported by 
research in areas such as audio texture synthesis [ 45], domain adaptation [ 10], data
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augmentation [ 50], Wasserstein Generative Adversarial Network (GAN) [ 1], image 
registration [ 15], texture synthesis [ 6], and object tracking [ 26]. Through its math-
ematical framework, optimal transport provides a principled approach to solving 
problems related to the transportation of mass or information between different dis-
tributions, contributing to advancements in these fields. Additionally, iterative inverse 
methods have been a trend in image denoising and signal recovery [ 42, 44] and in the 
detection of communication signals [ 41, 43], where OT has demonstrated promising 
results [ 23]. 

The subsequent portion of this chapter has been organized as per the following 
framework. The ensuing segment presents a comprehensive definition of the issue 
at hand by discussing the constraints of Maximum Likelihood Estimation (MLE) 
and Kullback-Leibler (KL) divergence along with emphasizing the necessity for an 
efficient measure metric for both High-Dimensional Problems and Generative Mod-
els. Section 2 expounds on the Optimal Transport (OT) framework, encompassing 
a thorough breakdown of the Monge and Kantorovich problem, followed by an in-
depth scrutiny of the Wasserstein Distance. In Sect. 3, the computation challenges 
encountered are deliberated upon, with special emphasis on the utilization of Entropy 
Regularization which leads us to the Sinkhorn method—a significantly speedy and 
scalable algorithm. The relevance of OT in Causal Inference (CI), specifically its 
application in Difference in Differences (DiD), is briefly summarized in Sect. 4. The  
concluding section culminates the entire chapter. 

1.1 Density Fitting: Classical Approaches 

The density fitting approach involves fitting a parametric family .{pθ ; θ ∈ �} to the 
collected data . ν, where .ν = 1

N �N
i=1δxi is a Dirac mixture function, for .N data sam-

ples and .δxi being the Dirac impulse located at the position of the .i th sample. An 
appropriate functional form, characterized by a set of coefficients that can be esti-
mated from the data, is selected to describe the properties of the data. This family 
is expected to be flexible enough to capture the characteristics of the data because 
different data samples are likely to exhibit various trends and patterns. The approach 
involves selecting a functional family of functions, parameterizing by coefficients 
that can be estimated from the data. 

To select an appropriate family of functions, one may use the Fisher information 
as the criterion where we seek the optimal parameters: 

. max
θ∈�

1

N
�N

i=1 log pθ xi . (1) 

For illustration, we may fit a Gaussian function .pθ = N (m, σ ) with parameters 
.θ = (m, σ ) to data. Using Maximum Likelihood Estimation (MLE), we determine 
the optimal value of parameter estimates that maximize the probability of observing 
the data given the model. The technique employed to estimate the coefficients is



230 M. Shamsi and F. Marvasti

highly dependent on the adequate factors that accurately present the data. Further, 
statistical tests are used to evaluate the degree to which the model explains the data. 

Once we have estimated the coefficients, we can evaluate the quality of the fit 
using statistical tests to verify the extent to which the model captures the underlying 
structure of the data. We can employ the score function as a means of calculating the 
Fisher information by taking the derivative of the log-likelihood function relative to 
the parameter. For the Gaussian function, the score function is given by 

.sθ (x) = ∂ log pθ (x)

∂θ
= (x − m)

σ 2
. (2) 

From this, we can derive the Fisher information as 

.I (θ) = −Eθ

[
∂2 log pθ (x)

∂θ2

]
= 1

σ 2
. (3) 

Here, the expected value is taken over all possible data samples, assuming that the 
true parameter values are . θ . 

Thus, the optimal estimate of the parameters that maximizes the Fisher informa-
tion, and hence, improves the precision of the estimate is 

.θ∗ = argmax
θ

1

σ 2
= argmin

θ
(Nσ 2), (4) 

where .N is the number of data samples. This Mean Squared Error (MSE) criterion 
employs the sum of squared errors between the data and the Gaussian function, 
scaled by the number of data points, as an estimate for variance, and enables the 
minimization of the error. It should be mentioned that there is a strong assumption 
over .pθ to be positive over every possible data location. 

Another approach that can be employed to measure the dissimilarity between 
two probability distributions is the Kullback-Leibler (KL) divergence, a concept 
that arises from the field of information theory and is widely used in statistics and 
machine learning [ 54]. The KL divergence is particularly useful when comparing 
the similarity of probability distributions. The equation for KL divergence is 

.DKL(P||Q) = Ex∼P(x)[log P(x)

Q(x)
] =

∫ ∞

−∞
P(x) log

P(x)

Q(x)
dx, (5) 

where .P and .Q are probability measures. 
By using .ν = 1

N �N
i=1δxi and .pθ as .P and . Q, respectively, minimizing the KL 

divergence can be interpreted as projecting the data distribution onto a space of 
probability measures parameterized by . θ : .minθ∈� DKL(ν||pθ ). This approach can 
provide a useful measure of similarity between the data distribution and the fitted 
model distribution.
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As another approach, mixture models are a family of statistical models that assume 
the observed data is generated from a mixture of .K subpopulations or distribu-
tions [ 30, 38]. Each subpopulation is characterized by a density function, . fk(xi ), 
and a mixing proportion, . πk . 

Suppose that the observed data,. ν, is generated by a mixture of.K subpopulations, 
then the likelihood function for the observed data under the mixture model can be 
expressed as 

.L(θ |ν) =
N∏
i=1

(
K∑

k=1

πk fk(xi )

)
, (6) 

where .θ = (π1, . . . , πK , f1, . . . , fK ) denotes the set of model parameters. 
To estimate the parameters of the mixture model, the Expectation-Maximization 

(EM) algorithm is used [ 20]. The algorithm alternates between two steps: the E-step 
and the M-step. In the E-step, the expected value of the complete data log-likelihood 
is calculated, where the complete data is the observed data along with the latent 
variables that indicate the subpopulations from which the observations are generated. 
The expected value of the complete data log-likelihood is given by 

. Q(θ, θ (t)) = E�|ν,θ(t)[log L(�|ν)]

=
N∑
i=1

K∑
k=1

rik(θ
(t)) logπk +

N∑
i=1

K∑
k=1

rik(θ
(t)) log fk(xi ), (7) 

where .� are the random variables corresponding to the mixture components, and 
.rik(θ (t)) denotes the probability that the .i-th observation belongs to the .k-th sub-
population given the observed data and current parameter estimates at the .t-th 
iteration. 

In the M-step, the parameter estimates are updated to maximize the expected value 
of the complete data log-likelihood. The updated estimates are given by 

.θ(t+1) = argmax
θ

Q(θ, θ (t)). (8) 

This step involves solving for.πk and. fk(xi ) that maximize the expected value of the 
complete data log-likelihood. The solution to this maximization problem involves 
updating the mixing proportions and density functions within each iteration until the 
parameter estimates converge to a local maximum of the likelihood function. 

This group of classical MLE-based algorithms has some drawbacks that are inher-
ited by similar approaches like mixture models [ 9]. One of the main limitations of 
MLE is its assumption that the data follows a single distribution, which can be prob-
lematic when the data is composed of several subpopulations that do not conform to a 
single distribution. Mixture models address this limitation by modeling the data as a 
combination of subpopulations. However, mixture models have their own drawbacks.
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One drawback of mixture models is their sensitivity to the initialization of param-
eter estimates. The EM algorithm, commonly used to estimate the parameters of 
mixture models, is known to converge to local maxima of the likelihood function 
rather than the global maximum [ 52, 53]. This makes convergence to the true param-
eter values highly dependent on the initial parameter settings. In practice, multi-
ple initializations may need to be tested to obtain a reliable estimate of the true 
parameters. 

Another drawback of mixture models is the risk of overfitting when the number of 
subpopulations,. K , is too  large [  33, 47]. Overfitting occurs when the model becomes 
overly complex relative to the available data, resulting in a model that fits the noise 
in the data rather than the underlying structure. 

Finally, mixture models can be computationally expensive when estimating a 
large number of parameters. As the number of subpopulations or mixture components 
increases, the number of parameters to estimate also increases, making the estimation 
process slower and more computationally expensive. 

1.2 High-Dimensional Problems and Generative Models 

In various real-world scenarios, data can be complex and possess numerous features 
or dimensions. Traditional machine learning methods, such as MLE and Mixture 
Models, often struggle to identify the inherent structures of the data when the num-
ber of dimensions is large. A viable solution to this problem involves utilizing a 
measurable “latent space” . μ, which is a low-dimensional space designed to capture 
the essential features of the data. 

This technique entails mapping high-dimensional data to a lower-dimensional 
space and constructing a manifold that approximates the structure of the data. By 
considering a parametrized push-forward measure . fθ#μ to transform latent vectors 
to the data space, we aspire to identify the parameter. θ that best aligns the transferred 
measure with the data distribution. 

However, this predicament, when addressed using traditional methods like MLE, 
may yield “non-overlapping supports”. This means that the mapped points derived 
from the latent space and the high-dimensional data may fail to completely overlap, 
as the former originates from a lower-dimensional space that cannot cover the entirety 
of the latter. Consequently, measures such as the KL distance or Fisher Information 
Criteria cannot be straightforwardly and easily calculated. This poses a challenge in 
using such metrics in this context. 

In spite of these difficulties, latent spaces remain a potent tool commonly 
employed in machine learning [ 2, 28, 29]. They enable the representation of crit-
ical features of high-dimensional data in a lower-dimensional space and facilitate 
the generation of novel data samples from the data distribution as needed. 

Therefore, to address the discrepancy between the obtained latent space .μ and 
the target data distribution. ν, we require a more robust distance function. Consider a 
well-suited distance function, denoted as .dθ � d(ν, fθ#μ), which is parameterized
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by . θ in the push-forward operation . fθ#μ. An adversarial approach to finding the 
optimal parameter . θ could be considered, as outlined by Goodfellow et al. [ 18]. 

To minimize the distance function . dθ , we utilize a classifier denoted as . C , which 
is a binary function that takes as input a data point and outputs its associated class. 
Specifically, it assigns the artificially mapped points from the latent space to one 
class and the data points to another according to some criterion. 

By adjusting the push-forward parameter . θ (i.e., the parameter controlling the 
transformation of latent space to data space), we aim to minimize the distance between 
the target data distribution . ν and the push-forward distribution . fθ#μ induced by the 
latent space. μ. More precisely, we aim to find the optimal parameter. θ that minimizes 
the maximal classification loss induced by the classifier function. C over all possible 
classifiers. 

This optimization problem can be defined as follows: 

. min
θ∈�

max
C

Ex∼ν[
(C(x), 0)] + Ex∼ fθ#μ[
(C(x), 1)], (9) 

where . x represents a data point in the appropriate space, and . 
 denotes a loss func-
tion that penalizes incorrect predictions. The first term represents the expected loss 
incurred when .C incorrectly assigns a data point . x from the target distribution . ν
to the class containing the artificially mapped latent points, while the second term 
represents the expected loss incurred when. C incorrectly assigns a data point. x from 
. fθ#μ to the class containing the real data points. 

Various metrics have been employed to address the limitations of parametrized 
density estimation, including Hellinger Distance (HD) and Total Variation 
(TV) [ 4, 37]. However, these metrics still suffer from shortcomings such as non-
overlapping supports. Researchers have explored alternative approaches, such as 
using Kantarovich distance to measure the dissimilarity between a parametrized 
measure and the data distribution. A noteworthy metric in this field is Maximum 
Mean Discrepancy (MMD), which is defined in [ 21]. MMD provides an efficient 
estimate of discrepancies between probability distributions, making it a crucial tool 
in fields such as machine learning, statistics, and computer vision. In [ 11], MMD 
optimization was utilized to train generative neural networks while mitigating prob-
lems such as mode collapse and enhancing performance. Furthermore, in [ 27], an 
MMD variant of GAN named MMD GAN was proposed that utilizes the MMD 
metric to generate high-quality images and comprehensively analyze its relationship 
with other GAN variants. 

A popular alternative to traditional divergence metrics is the Wasserstein dis-
tance, which is used to minimize the distance between two probability measures. 
Montavon et al. [ 32] applied this technique to the restricted Boltzmann machine 
problem, demonstrating its effectiveness as a replacement for the KL divergence. 
In [ 5], the Wasserstein distance was used for generative model inference, yielding 
superior results and faster runtimes compared to established inference approaches 
like Markov Chain Monte Carlo (MCMC) and Importance Sampling. This devel-
opment holds tremendous promise for advancing Bayesian inference. Similarly,
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[ 1] introduced the .1-Wasserstein distance, or Earth-Mover distance, as a means to 
address training issues and instability in traditional GANs. The Wasserstein GAN 
was developed as a variant of GAN, resulting in better quality samples. 

In [ 17], the authors investigate the use of Sinkhorn divergences to optimize 
the training of generative models, including GANs and Variational AutoEncoders 
(VAEs). This approach results in superior sample quality, improved reconstruction 
accuracy, and greater training stability, outperforming other widely adopted diver-
gence metrics. The authors argue that Sinkhorn divergences can significantly enhance 
the performance of various generative models. 

Similarly, [ 40] introduces an innovative method to improve GANs using the opti-
mal transport technique, specifically Sinkhorn divergence. The proposed framework 
effectively mitigates the instability and low-quality generated samples that often 
hinder GAN efficiency. Additionally, the paper suggests that the Sinkhorn diver-
gence technique has the potential to elevate the performance of a range of generative 
models. 

2 Optimal Transportation 

Transportation theory is a branch of mathematics that focuses on the optimal way 
to transport goods or resources from one place to another. Originally developed in 
the mid-twentieth century to address economic problems, it has since found appli-
cations across various fields, including engineering, logistics, and computer science. 
A fundamental concept in transportation theory is the transportation problem, which 
involves finding the most efficient way to move a set of resources from a set of sources 
to a set of destinations while minimizing costs. For a comprehensive explanation, 
interested readers are advised to consult [ 35, 49]. 

This section focuses on Monge’s problem and its dual formulation by Kantorovich. 
Additionally, we will explore how these formulations enhance our understanding of 
the Wasserstein distance. 

2.1 Monge’s Problem 

Monge’s problem, also known as the Earth-Mover’s Distance problem, is a classic 
optimization problem originating from transportation and logistics. Named after 
the French mathematician Gaspard Monge, who introduced it in 1781, the problem 
involves finding the minimum cost of transforming one mass distribution into another. 

Consider two masses in .n-dimensional space, . μ and . ν, and a cost function . T (.)

representing the cost of moving one unit of material from .μ to . ν. The goal is to 
minimize this cost. Mathematically, given a measurable space.(�,A ), where.A is a 
.σ -algebra on. �, a cost function.c : � × � → R, and two probability measures. μ and
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. ν in.P(�), the optimal transport cost is defined as the minimum cost of transporting 

. μ to . ν under certain constraints. 
The objective is to find a measurable function .T : � → �, such that the push-

forward of the measure .μ under . T , denoted as .T#μ, is equal to . ν, and the total 
transport cost is minimized. 

Mathematically, this problem can be formulated as 

. inf
T

∫
�

c(x, T (x))dμ(x), s.t. T#μ = ν, (10) 

where the infimum is taken over all measurable functions .T : � → �. 

2.2 Kantorovich Problem 

Kantorovich’s relaxation, introduced by Leonid Kantorovich in 1942, is a significant 
extension of Monge’s problem. Instead of relying on deterministic mappings, Kan-
torovich’s approach uses joint probability measures .γ (dx, dy) on the product space 
.� × �. This relaxation allows for a broader and more flexible set of transport plans. 

The Kantorovich relaxation considers all joint probability measures with fixed 
marginals. μ and. ν, denoted by.
(μ, ν). The objective is to minimize the cost function: 

. inf
γ∈
(μ,ν)

∫
�×�

c(x, y)dγ (x, y), (11) 

where.γ (x, y) represents the mass transported from.x ∈ � to.y ∈ �. This relaxation 
leads to a lower bound on the optimal transport cost. 

The probabilistic nature of Kantorovich’s approach makes it well-suited for solv-
ing high-dimensional and complex transport problems that would be intractable with 
deterministic methods. It has become a cornerstone of optimal transport theory, 
with applications in fields such as image processing, computer vision, and machine 
learning [ 24]. 

2.2.1 Dual Form 

The dual form of Kantorovich’s relaxation is a linear programming problem that 
seeks to maximize the lower bound of the objective function. It is formulated as 

. sup
f ∈L1(μ)∩L1(ν)

{∫
�

f (x)dμ(x) +
∫

�

g(y)dν(y)

}

.subject to f (x) + g(y) ≤ c(x, y) for all (x, y) ∈ � × �,
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where . f and . g are real-valued, integrable functions on . �. This dual problem is 
an efficient alternative to directly optimizing the probability measures .γ (dx, dy), 
providing valuable insights into the structure of the transport problem. 

2.3 Wasserstein Distances 

The Wasserstein distance, also known as the Earth Mover’s Distance (EMD) or the 
Kantorovich-Rubinstein metric [ 12], is a metric used to measure the distance between 
two probability distributions. It quantifies the minimum cost of transforming one 
distribution into another by optimally moving mass. 

Given two probability measures .μ and .ν on a metric space .(X , d), the  
.p-Wasserstein distance .Wp(μ, ν) is defined as 

. Wp(μ, ν) =
(

inf
γ∈
(μ,ν)

∫
X ×X

d p(x, y)dγ (x, y)

)1/p

.

This metric has proven particularly useful in applications involving high-dimensional 
data, where traditional metrics may struggle to capture dissimilarities between 
distributions. 

3 Computational OT and Sinkhorn 

Optimal Transport (OT) and Wasserstein distance are increasingly applied in various 
fields, particularly in machine learning and generative models, due to their abil-
ity to measure distances between probability distributions. This capability allows 
for the comparison and matching of complex, high-dimensional data. In generative 
modeling, Wasserstein distance is often used as a loss function to learn the under-
lying probability distribution of a dataset, enabling the creation of new samples that 
closely resemble real data. Additionally, it is utilized in image processing, computer 
vision, and reinforcement learning, among other applications. The use of OT and 
Wasserstein distance is also expanding into fields like economics and neuroscience. 

However, employing Wasserstein distance as a loss function presents challenges, 
primarily due to the complexity of computing gradients. In generative models, cal-
culating the gradient of the optimal transport plan is computationally intensive, often 
requiring multiple iterations to converge. Solutions to this challenge include using the 
dual formulation of the Wasserstein distance, which optimizes a dual objective func-
tion, allowing for more efficient gradient computation via backpropagation. Another 
approach is to approximate the Wasserstein distance or its gradient using samples 
from the distributions rather than the full probability density function, though this
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may sacrifice accuracy. Balancing the trade-off between accuracy and computational 
efficiency is crucial when using Wasserstein distance in optimization problems. 

This section studies a solution to the OT problem through entropy regularization, 
specifically employing the Sinkhorn algorithm as described in [ 35]. The Sinkhorn 
algorithm is effective for high-dimensional scenarios, offering rapid and scalable 
computation, and is well-suited for implementation on parallel processors and GPUs. 

3.1 Solving the OT Problem: Regularization 

The computation of the Wasserstein distance on empirical measures can be formu-
lated as follows. Given the empirical measures.μ = �N

i=1aiδxi and.ν = �N
i=1biδyi , we  

construct the distance matrix.MXY � [Dp(xi , yi )]i j . The couplings between the mea-
sures are subject to the constraints specified by the set. U (a, b) � {P ∈ R

n×m
+ |P1m =

a, PT 1n = b}. This leads to the formulation of the OT problem in terms of the 
.p-Wasserstein distance: 

.W p
p (μ, ν) = min

P∈U (a,b)
< P, MXY > . (12) 

The dual form of this problem can be expressed as follows: 

.W p
p (μ, ν) = max

α∈Rn ,β∈Rm ;αi+βi≤Dp(xi ,yi )
αT a + βT b, (13) 

where. P denotes the coupling matrix between. μ and. ν,.1m and.1n indicate the column 
vectors of ones, and . α and .β represent the corresponding marginal distributions. 
Furthermore, .Dp(·, ·) denotes the .p-th order Wasserstein distance function. 

The problem can be viewed as a Minimum-cost flow problem, which involves 
determining the optimal flow of information through a network while minimizing 
associated costs. However, the algorithmic complexity of this solution is . O(n2 · m ·
log(n)), which is prohibitively high for many machine learning tasks [ 34]. Moreover, 
the Minimum-cost flow approach often exhibits instability and non-uniqueness in 
its solutions, complicating its application further. In high-dimensional datasets, the 
exponential scaling of algorithmic complexity with the number of dimensions makes 
this approach even less feasible. 

To address these issues, regularization terms can be added to the Wasserstein 
problem to increase its convexity and reduce computation costs. Regularization 
helps smooth out the distribution and reduces the problem’s complexity. A common 
regularization term is entropy regularization, which balances the trade-off between 
transportation cost and the entropy of the transported distribution. 

Adding regularization terms not only enhances the problem’s convexity but also 
simplifies the solution process by introducing sparsity and structural constraints. 
Regularization can also improve the accuracy of the solution by reducing overfitting 
and enhancing generalization performance [ 34, 51].
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3.1.1 Entropic Regularization 

The optimization problem for Regularized Wasserstein using Entropic regularization 
can be written as follows: 

.Wε(a,b) = min
P∈U (a,b)

〈P,M〉 − εH(P), (14) 

where . ε is the regularization parameter controlling the strength of the entropy 
regularization, and .H(P) represents the entropy of the matrix . P, defined as 

.H(P) = −
∑
i, j

pi, j (log pi, j − 1), (15) 

where .pi, j is the probability of assigning mass from point . i in . μ to point . j in . ν. 
The use of entropy regularization in the regularized Wasserstein problem often 

leads to a unique optimal solution due to its strong concavity. The entropy term 
in the objective function is a strictly concave function of the probability matrix . P, 
penalizing deviations from a uniform distribution. Consequently, the optimal solution 
is expected to be more spread out and less likely to concentrate mass on a few points, 
as illustrated in Fig. 1. Moreover, the strong concavity of the entropy term ensures that 
the optimization problem is well-posed, meaning it has a unique optimal solution. 
This is because strict concavity implies that the entropy is continuously differentiable, 
with an invertible gradient. As a result, solving the optimization problem is equivalent 
to solving a convex optimization problem, which can be efficiently tackled using 
techniques such as gradient descent or interior-point methods. 

3.1.2 Fast and Scalable Algorithm 

The uniqueness of the solution to Eq. 14 is established by Theorem 1, which is 
presented in [ 35, Proposition 4.3]. This theorem specifies the form of the solu-
tion to Eq.  14 and parameterizes it using .n + m variables, which is essentially a 
dual form. Although a coupling .P in .U (a, b) has .n × m variables, it must satisfy 
.n + m constraints, making the parameterization equivalent in terms of the solution 
representation. Formally, Theorem 1 can be stated as 

Fig. 1 Impact of. ε on the 
optimization of a linear 
function on finding. Wε(a,b)

([ 35, Fig.  4.1])
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Theorem 1 The solution to Eq. 14, defined as 

. P(ε) � arg min
P∈U (a,b)

〈P,M〉 − εH(P),

is unique and can be expressed as .P(ε) = diag(u)Kdiag(v), where ..K � e
−MXY

ε . 
Alternatively, we can state that 

.∃!(u, v) ∈ R
n×m
+ s.t. Pi, j (ε) = ui Ki, jvi , (16) 

where .Pi, j (ε) is the .(i, j)-th entry of .P(ε). 

Proof We can write the Lagrangian of the optimization problem as follows: 

.L(P, s, r) = 〈P,M〉 − εH(P) − 〈s,P1m − a〉 − 〈r,PT 1n − b〉 (17) 

=
∑
i, j 

(Mi, j pi, j − εpi, j (log pi, j − 1)) −
∑
i 

si (
∑
j 

pi, j − ai ) −
∑
j 

ri (
∑
i 

pi, j − bi ), 

where . r and . s are the vectors of Lagrange multipliers associated with the row and 
column sum constraints, respectively. 

To find .pi, j , we need to take the partial derivative of . L with respect to .pi, j and 
set it equal to zero: 

.
∂L

∂pi, j
= Mi, j − ε(log pi, j ) − si − ri = 0 (18) 

. ⇒ pi, j = exp

(
Mi, j − ui − vi

ε

)
. (19) 

This is the optimal value of .pi, j that minimizes the Lagrangian under the row and 
column sum constraints. Now, we can define 

. Ki, j = e− Mi, j
ε , ui = e− si

ε , vi = e− ri
ε .

Substituting these into .pi, j , we get 

. pi, j = exp

(−Mi, j

ε

)
exp

(−si
ε

)
exp

(−ri
ε

)
= ui Ki, jvi .

Therefore, we have expressed the optimal value of .pi, j in terms of .Ki, j , . ui , and . vi , 
and we have completed the proof. �

By imposing the constraints of .P(ε) ∈ U (a,b), we can assert that .P1m = a and 
.PT 1n = b. Consequently, we obtain the equations:
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. diag(u)Kdiag(v)1m = a and diag(u)Kdiag(v)1n = b

⇒ diag(u)Kv = a and diag(u)Kv = b.

These equations correspond to the Sinkhorn algorithm, an iterative fixed-point 
method, of which the updates can be written as 

.u<t+1> = a
Kv<t>

, v<t+1> = b
Ku<t+1>

. (20) 

The Sinkhorn algorithm involves element-wise divisions and exponential computa-
tions, making it computationally efficient for solving the optimal transport problem 
for discrete probability measures with finite support. The algorithm’s convergence 
has been theoretically guaranteed for a wide range of cost matrices and regularization 
parameters. 

As it can be seen, one of the algorithm’s key advantages is its simplicity, which 
allows for efficient and parallel computation of multiple regularized Wasserstein 
distances between pairs of histograms. Given a regularization parameter. ε and. N pairs 
of histograms .a1, . . . , aN ∈ �n and .b1, . . . , bN ∈ �m , the objective is to compute 
all .N approximate distances .Wε(ai , bi ). 

By representing histograms as matrices, .A = [a1, . . . , aN ] ∈ R
n×N and . B =

[b1, . . . , bN ] ∈ R
m×N , we can efficiently compute the distances using Sinkhorn’s 

algorithm. The parallel computation of Sinkhorn’s algorithm can be harnessed using 
the iterative update rule: 

. U<t+1> = A
KV<t> and V<t+1> = B

KU<t+1>

where .U<t>, V<t>∈Rn×N are row and column scaling factors at the .i-th iteration. 
By initializing each .V<0> to be a matrix of all ones, i.e., .V<0> = 1m×N , the  

scaling factors are updated iteratively until convergence or a predefined number of 
iterations is reached. The approximate distances are then computed using the final 
scaling factors as .Wε(ai , bi ) = UT

i KV i . 
Thus, the parallel computation of Sinkhorn’s algorithm using the update rule 

.U<t+1> = A
KV<t> and.V<t+1> = B

KU<t+1> offers a computationally efficient approach 
to simultaneously compute multiple approximate distances between pairs of 
histograms. 

3.2 Sinkhorn: The Dual Approach 

The use of entropy regularization allows the dual form of the Wasserstein distance, 
as shown in Eq. 13, to be expressed as
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.Wε(a, b) = max
α∈Rn ,β∈Rm

αT a + βT b − ε(eαT /εKeβ/ε), (21) 

where ..Ki, j = e− Dp(xi ,yi )

ε . This approach, known as Block Coordinate Ascent on the 
Dual, allows for the computation of the Wasserstein distance through the optimization 
of dual variables. 

The gradients of .Wε(a, b) with respect to . α and . β are given by 

.∇αWε(a, b) = a − eα/ε � Keβ/ε, ∇βWε(a, b) = a − eβ/ε � KT eα/ε. (22) 

To find the stationary points of the gradients, we set these gradients equal to zero: 

.a − eα/ε � Keβ/ε = 0, b − eβ/ε � KT eα/ε = 0, (23) 

and use them to devise a fixed-point algorithm for finding the optimal values of . α
and . β, as follows: 

1. Initialize .α0 = 0 and .β0 = 0. 
2. Set .k ← 0. 
3. While not converged, do: 

a. Compute .αk+1: .αk+1 = ε log a − ε log Keβ(k)/ε . 
b. Compute .βk+1: . βk+1 = ε log b − ε log KT eα(k+1)/ε .

c. Increment .k ← k + 1. 

This fixed-point algorithm iteratively updates the values of. α and. β until convergence, 
where convergence is determined by some predefined stopping criteria. 

3.3 Sinkhorn: A Programmer View and Applications 

In this part, we provide a practical summary of the Sinkhorn algorithm and dis-
cuss its applications in solving optimization problems, particularly in the compu-
tation of Wasserstein distances between empirical measures. Given two empirical 
measures, .μ = �N

i=1aiδxi and .ν = �N
i=1biδyi , the Wasserstein distance with entropy 

regularization is defined as 

. Wε(a,b) = min
P∈U (a,b)

〈P,M〉 − εH(P),

where.H(P) = −∑
i, j pi, j (log pi, j − 1) is the entropy regularization term, and.M is 

the cost matrix derived from the pairwise distances between points in the measures. 
The Sinkhorn algorithm solves this problem using the following iterative update 

rules:
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. u<t+1> = a
Kv<t>

, v<t+1> = b
Ku<t+1>

,

where.v<0> = 1m , ..Ki, j = e− Mi, j
ε and.Mi, j � Dp(xi , yi ) with.Dp(., .) being the.pth-

order distance. 
To approximate the Wasserstein distance after . T iterations, we compute: 

.W<T>(a,b) = 〈PT ,M〉, where PT = diag(u<T>)Kdiag(v<T>). (24) 

The gradients of .W<T>(a,b) with respect to . a and .xi can be derived as 

.
∂W<T>(a,b)

∂ai
= −1

ε

⎡
⎣ m∑

j=1

diag(v<T>)i Ki, j

⎤
⎦ , (25) 

.
∂W<T>(a,b)

∂xi
= 1

ε

⎡
⎣ m∑

j=1

diag(v<T>)i Ki, j
∂Dp(xi , yi )

∂xi

⎤
⎦ . (26) 

These gradients can be efficiently computed recursively using the following update 
rules: 

. 
∂W<t>(a,b)

∂ai
= −1

ε

⎡
⎣ m∑

j=1

diag(v<t>)i Ki, j

⎤
⎦ bi

diag(u<t>)�Kdiag(v<t>)
,

∂W<t>(a,b)

∂xi
= 1

ε

⎡
⎣ m∑

j=1

diag(v<t>)i Ki, j
∂Dp(xi , yi )

∂xi

⎤
⎦ ai

diag(u<t>)�Kdiag(v<t>)
,

with the initial values of . ∂W
<0>(a,b)

∂ai
= 0 and .

∂W<0>(a,b)

∂xi
= 0. 

The algorithm for computing the gradients of.W<T>(a,b)with respect to. a and. xi
shares similarities with the backpropagation algorithm used in neural networks. This 
resemblance allows the Sinkhorn algorithm to be efficiently implemented on GPUs, 
which are well-suited for parallel computations [ 13]. The acceleration provided by 
GPUs can substantially reduce the time required to compute the Wasserstein dis-
tance and its gradients, making this approach highly practical for solving large-scale 
optimization problems. 

This efficiency is particularly valuable in domains such as computer vision, image 
processing, and natural language processing, where large datasets and complex 
models necessitate fast and reliable computational methods.
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4 OT in Causal Inference 

Optimal transport (OT) is a powerful tool for estimating causal effects in various 
counterfactual scenarios, where different interventions are assumed to result in dif-
ferent outcomes. By leveraging OT, researchers can compare the probability dis-
tributions of an outcome variable under different interventions to estimate causal 
effects. 

For instance, in a study evaluating a new drug’s efficacy in treating a particular 
disease, OT can be used to estimate the probability distributions of the disease’s 
progression in both treatment and control groups. This allows for an assessment 
of the causal impact of the drug. Moreover, OT can facilitate the exploration of 
counterfactual scenarios, such as estimating the probability distribution of the disease 
if an alternative treatment or dosage had been administered. 

In this section, we address a significant challenge in causal inference (CI), 
specifically the Difference in Differences (DiD) method, as discussed by [ 46]. 

4.1 Difference in Differences 

The Difference in Differences (DiD) method is widely used in econometrics and 
social sciences to estimate the impact of an intervention by comparing the changes 
in outcomes between a treatment group and a control group over time. Specifically, it 
compares the outcome change in the treatment group before and after the intervention 
to the outcome change in the control group over the same period [ 19]. 

For example, consider a government policy aimed at reducing smoking rates, 
implemented in some regions (treatment group) but not others (control group). To 
measure the policy’s effect, one would compare the change in smoking rates between 
the two groups before and after the policy’s implementation. A significant difference 
in these changes can be attributed to the policy. 

DiD relies on careful selection of treatment and control groups and assumes no 
other factors influence the outcome besides the intervention. This method is prevalent 
in policy evaluation, health economics, and labor economics [ 48]. 

4.2 DiD Model 

The DiD model is expressed as 

.Yit = α + βTi + γ (Postt × Ti ) + δXit + εi t , (27)
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where: 

• .Yit is the outcome variable for individual . i at time . t , 
• .Ti is a treatment indicator (1 if individual . i receives the treatment, 0 otherwise), 
• .Postt is a post-treatment indicator (1 if time. t is after the treatment, 0 otherwise), 
• .Xit is a vector of control variables, 
• . α is the intercept, 
• . β is the average treatment effect (ATE), 
• . γ is the difference-in-differences (DiD) estimator, 
• . δ is a vector of coefficients for the control variables, 
• .εi t is the error term. 

Figure 2 visualizes the DiD model, where.Y11,N represents the counterfactual outcome 
of.Y11 in the absence of treatment. The goal is to estimate the average treatment effect 
(. d1) by analyzing the treated and control units. A key assumption is the Parallel Trends 
Assumption, which posits that, in the absence of treatment, the treatment and control 
groups would have followed similar trends. This assumption is crucial for valid DiD 
analysis, as it helps eliminate confounding factors and isolate the treatment effect [ 3]: 

. E{Y11 − Y11,N } = (E{Y11} − E{Y10}) − (E{Y01} − E{Y00}).

While classical DiD focuses on aggregate outcomes, it may not capture individual 
heterogeneity-where different individuals may respond differently to the same treat-
ment due to factors like genetics, age, or health status. Ignoring this variability can 
lead to biased estimates and an incomplete understanding of the treatment’s impact. 
To address this, [ 3] introduced the Changes in Changes (CiC) estimator: 

.FY11,N (y) = FY10

(
F−1
Y00

(FY01(y))
)
. (28) 

Fig. 2 Treatment effect in the DiD model
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Fig. 3 Estimation path in 
the CiC estimator 

Incorporating individual heterogeneity, as in the CiC method, allows for a more 
comprehensive analysis of the treatment’s true effect, providing insights into subpop-
ulations that may benefit differently from the intervention. As demonstrated in Fig. 3, 
the CiC method estimates the path from the post-treatment outcome of the control 
unit to the counterfactual post-treatment outcome of the treated unit by examining 
their observed distributions in the pre-treatment state. This extends the DiD approach 
beyond the average point of view to incorporate a broader perspective that considers 
each case and condition by analyzing probability distributions. In essence, classical 
univariate OT has been utilized as a result of this DiD extension. 

4.3 Multivariate CiC 

As discussed by [ 46], the current version of the CiC estimator is limited to univari-
ate outcomes due to its reliance on quantile function definitions. This limitation is 
particularly problematic in scenarios with multivariate outcomes, such as in digital 
marketing or gene knockdown experiments, where correlations between variables 
are crucial. 

To address these limitations, [ 46] propose a multivariate extension of the CiC esti-
mator using optimal transport theory. This approach leverages OT maps to generalize 
the “parallel trends” assumption to multivariate settings via co-monotonicity.
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4.3.1 Multivariate Model 

This subsection provides a technical overview of the canonical model underlying the 
classical difference-in-differences and changes-in-changes estimators, as illustrated 
in Fig. 4. The model is centered around a stochastic process.Yt , t = 0, 1 that operates 
in two time periods: before the intervention (.t = 0) and after the intervention (.t = 1). 
The outcome of interest, modeled as a stochastic process, has a distribution at each 
time point denoted by . μt . For simplicity, .Yt is assumed to be a scalar, though the 
broader aim of this paper is to extend the model to multidimensional cases. Thus, 
.Yt is considered a latent variable .Ut ∈ R, which may vary over time while its distri-
bution. ν remains constant. This latent variable .Ut encapsulates unobserved intrinsic 
characteristics of the unit under study, such as genetic or educational background. 

The stochastic process .(Yt ) evolves differently depending on whether the unit 
is in the control group or the treatment group. In the control group, the process 
experiences only a natural drift that accounts for time-dependent variations unrelated 
to the intervention. In the treatment group, however, the process is influenced by both 
the natural drift and the treatment effects. The main goal is to disentangle these two 
effects. The following items describe models for each of these processes: 

• The Natural Drift Model: 
To model of the natural drift of a stochastic process.{Yt }t from the pre-intervention 
period (.t = 0) to the post-intervention period (.t = 1) without any treatment, two 

Fig. 4 This image shows a set of maps that exist within the realm of measures. The use of an 
arrow indicates the implementation of a pushforward map, as seen in the case of .μ1 = d#μ0. A  
broken arrow represents a pushforward map that preserves the original measure. Included in these 
maps are the natural drift map, denoted by . d, and the map used to convert actual outcomes to 
hypothetical ones, labeled . T. The data collected for analysis comes from four distinct measures, 
which are color-coded in.green ([ 46, Fig.  1])
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production functions,. ht , are postulated, such that.Yt = ht (Ut ). We assume that the 
distribution.μt of.Yt is the pushforward of. ν by.ht resulting in.μt = (ht )#ν. If.h0 is 
invertible, we get.ν = (h−1

0 )#μ0, which allows us to write. μ1 = (h1 ◦ h−1
0 )#μ0 =:

d#μ0, where .d = h1 ◦ h−1
0 is the natural drift map. 

Identifying the natural drift map when working with uncoupled data, where inde-
pendent copies of .Y0 and .Y1 are observed, is challenging. A common approach is 
to impose additional assumptions on the function . d and estimate it using multi-
variable regression with coupled observations. For example, . d can be identified if 
it is monotonic with a known direction of monotonicity. Other methods include 
assuming that copulas between distributions remain the same or that the pointwise 
differences between corresponding cumulative distribution functions are equal. 
However, the optimal transport approach offers a more general method for extend-
ing the parallel trends assumption to multivariate settings, requiring only that . h0
and .h1 be co-monotone, meaning they move roughly in the same direction. 

• The Treatment Model: 
Estimating the treatment effect can be complicated by differences in the distribu-
tion of units in the treatment group compared to the control group. To address this, 
the model assumes latent variables .U �

0 and .U �
1 with a shared time-invariant dis-

tribution . ν�, which may differ from . ν. The outcome after treatment is denoted 
by .Y �

1 = h�
1(U

�
1 ), where .h

�
1 is an unknown production function. The “funda-

mental problem of causal inference” arises because the counterfactual outcome 
.Y †

1 = h1(U �
1 ) is unobserved, making the treatment effect difficult to estimate. 

To overcome this challenge, the potential outcomes framework is used to estimate 
the counterfactual .Y †

1 . By estimating the natural drift map . d using control group 
data, the distribution .μ

†
1 of .Y

†
1 can be estimated. Linear treatment effects, such as 

the Average Treatment Effect on the Treated (ATT), can then be estimated using 
this distribution. Nonlinear effects, like the Quantile Treatment Effect (QTE), can 
be estimated under the assumption that the production function .h�

1 is increasing. 
Brenier’s theorem from optimal transport is used to obtain the unique monotone 
map that produces the QTE. However, in practice, the production function .h�

1 is 
often not monotonically increasing, making the model potentially unidentifiable 
without further assumptions. The theory of optimal transport is used as a promising 
framework for extending this model to higher dimensions. 

4.4 Estimator 

This section interprets the CiC estimator using optimal transport theory, extending its 
application to multivariate settings. The identifiability of the causal model presented 
earlier relies on the uniqueness of the increasing map . d and potentially the map . T
for estimating nonlinear treatment effects. This uniqueness is supported by Brenier’s 
theorem [ 7], a key result in optimal transport theory. Brenier’s theorem ensures that 
among all maps. T such that.Q = T#P for given probability measures. P and. Q defined
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on .R
d , where .P is absolutely continuous with respect to the Lebesgue measure, the 

unique Brenier map is the gradient of a convex function. Additionally, the optimal 
transport problem has a unique solution . γ̄ such that .(X,Y ) ∼ γ̄ if and only if . X ∼
P and .Y = T̄ (X) almost surely. For .d = 1, non-decreasing maps correspond to 
gradients of convex functions. Thus, the map . d is identifiable if it is increasing, 
which is guaranteed when the production functions .h0 and .h1 are monotone or co-
monotonic. 

Building on this idea, extending the DiD framework and CiC estimator to higher-
dimensional contexts is straightforward. In multivariate settings, monotonicity is 
generalized through the production functions . h0, . h1, and potentially . h�

1, followed 
by identifying an appropriate estimator consistent with the model using optimal 
transport theory. In higher dimensions, cyclic monotonicity is used, where a map 
.T : Rd → R

d is cyclically monotone if 

. 

m∑
i=1

‖ui − T (ui+1)‖2 ≤
m∑
i=1

‖ui − T (ui )‖2,

holds for any cycle.u1, . . . , um , with.um+1 = u1, in the domain. The concept of cyclic 
co-monotonicity extends the co-monotone assumption in the one-dimensional case, 
defined by 

.〈u1 − u2, T (u1) − T (u2)〉 ≥ 0 , (29) 

which drives identifiability. Therefore, two production functions .h0 and .h1 are 
cyclically co-monotone if 

.

m∑
i=1

〈h0(ui ), h1(ui+1) − h1(ui )〉 ≥ 0, (30) 

for any cycle .u1, . . . , um, um+1 = u1 in their domain. This implies that the map 
.d = h1 ◦ h−1

0 is cyclically monotone, which is unique and identifies the Brenier map 
.μ1 = d#μ0. Although cyclic co-monotonicity provides a technical solution, it lacks 
interpretability, making it important to find assumptions that ensure identifiability 
based solely on the co-monotonicity condition. 

4.4.1 Multivariate Estimator 

For the purpose of achieving identification of the natural generalization of the CiC 
estimator via optimal transport, they leverage existing literature on truthfulness in 
mechanism design. Particularly, a theorem on cyclic monotonicity and monotonicity 
is used: 

Theorem 2 ([ 39]) If .K and .F are convex and finite subsets of .Rd respectively, a 
function .T : K → F is cyclically monotone if and only if it is monotone.
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While the two conditions are typically distinct, they become equivalent when 
the map is restricted to a finite set of values. This assumption limits the model to 
situations where the post-intervention distribution .μ1 has a finite support. Although 
the size of the support can be arbitrarily large, this assumption is effectively irrelevant 
and can be explained by numerical precision. For small support sizes, it may even 
act as a statistical regularizer and benefit the estimation process. 

Based on the previous subsection and Fig. 4, it is possible to establish a new 
causal model that facilitates the identification of the counterfactual distribution. The 
model assumes that the observed data is derived from four distributions defined on 
.R

d , namely .μ0, μ1, μ
�
0, and .μ

�
1. Additionally, the model assumes the existence of 

production functions .h0, h1, and . h�
1, along with latent distributions . ν and .ν� also 

defined on.R
d . Specifically,.μ0,.μ1,.μ�

0, and.μ�
1 are given by.(h0)#ν, .(h1)#ν, .(h0)#ν�, 

and .(h�
1)#ν

�, respectively. Ultimately, the model aims to estimate the counterfactual 
distribution .μ

†
1 = (h1)#ν�. 

Consider the following five assumptions in the context of the Multivariate CiC 
estimator: 

• The measures.μ0 and.μ�
0 must be supported on a convex set.K0 and.K �

0 , respectively, 
and be absolutely continuous with respect to the Lebesgue measure. 

• The measures.μ1 and.μ
†
1 should be supported on finite sets.F1 and.F†

1 , respectively. • .h0 and .h1 must be co-monotone, and .h1 ◦ h−1
0 must be a well-defined function. 

• .h0 and .h�
1 should be co-monotone, and .h�

1 ◦ h−1
0 should also be a well-defined 

function. 
• .μ�

1 should be sustained on a convex set .K
�
1 . 

The main theorem of the Multivariate CiC estimator can now be stated professionally: 

Theorem 3 ([ 46, Theorem 2]) By first three assumtions, a unique map. d : K �
0 → F†

1

exists such that .μ†
1 = d#μ�

0. This map is identified as the Brenier map from .μ0 to .μ1. 
Moreover, if last two assumptions also hold, a unique map .T : K �

1 → F†
1 such that 

.μ
†
1 = T#μ

�
1 exists. This map is identified as the Brenier map from .μ�

1 to .μ
†
1 = d#μ�

0. 

4.5 Simulation: Multivariate OT-CiC Estimator 

The study underscores the efficacy of the proposed approach in estimating joint coun-
terfactual distributions through the use of synthetic data. Specifically, the results 
demonstrate the inadequacy of the CiC estimator’s tensorization in capturing the 
dependence structure. On the other hand, the use of an optimal transport-based 
methodology successfully recovers the authentic counterfactual marginals of the 
linear production functions in .R

2. 
The experiment was conducted by considering .n = 3000 units in .R2 for each 

treatment arm. Samples of latent variables were drawn from the distribution. ν at two 
time points (.t = 0, 1) to mimic natural drift, while draws from .ν� were kept fixed
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for counterfactual validation purposes. For controls, the first coordinate of . ν is dis-
tributed according to.Beta(3, 2) and the second coordinate according to.Beta(2, 3); 
for treatments, the first coordinate of.ν� is distributed according to.Beta(2, 3) and the 
second coordinate according to .Beta(3, 2). A set of production functions was con-

sidered, namely.h0(u) =
[
1 α

α 1

]
u and h1(u) =

[
1 −α

−α 1

]
u, and it was showed that 

these linear production functions are co-monotone but not element-wise monotone as 
required by the CiC estimator. . n independent samples from each of the distributions 
.μ0, μ1 and.μ�

0 were generated, as well as samples from the true counterfactual distri-
bution .μ

†
1 for validation purposes. To estimate the transport map . d, an optimal plan 

was first computed using observed data and rounded it to an optimal transport map. 
This map is only defined on the data from .μ0. To predict counterfactuals treatment 
on data from .μ�

0, nearest neighbor interpolation was employed, which performed 
sufficiently well due to the fact that the Beta distribution is supported on .[0, 1] for 
all parameter choices, ensuring that .μ0 and .μ�

0 have identical support in this exam-
ple. In particular, the results showed that the OT based estimator remained close to 
the true counterfactual distribution while the naive tensorization of CiC may depart 
significantly. 

The presented results showcase the effectiveness of the kernel density estimator 
(KDE) in determining the counterfactual joint distribution, as evidenced in Fig. 5, 
along with the recovered marginals depicted in Fig. 6. It is observed that CiC recovers 
a joint distribution with the correct shape, albeit oriented in an incorrect direction 
within the .R

2 framework. The authors also conducted empirical CDF (eCDF) com-
putations for their 3000 genuine counterfactual observations, as well as the counter-
factuals generated by the two methods, across a uniform mesh consisting of 10,000 
points. Figure 7 provides a visual representation of the almost perfect eCDF recov-
ery via OT. The results indicate that OT has an order of magnitude smaller Mean 
Absolute Difference (MAD) over each mesh point, with a smaller standard deviation, 
further highlighting its superiority over other methods. 

Fig. 5 The distribution of counterfactual outcomes for the treated is presented through KDE plots, 
where the first covariate is represented on the horizontal axis and the second on the vertical axis. 
The KDE bandwidth is set at .0.5 ([ 46, Fig.  3])
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Fig. 6 The recuperation of counterfactual marginals through employment of OT and CiC ([ 46, 
Fig. 2]) 

Fig. 7 The quantiles of the eCDF have been calculated over a uniformly spaced grid consisting of 
10,000 points ([ 46, Fig.  7, arxiv])  

5 Conclusion 

In conclusion, this chapter provided an in-depth exploration of the optimal transport 
problem and its significant potential in causal inference. We began by identifying 
the shortcomings of traditional methods, such as Maximum Likelihood Estimation
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(MLE) and Kullback-Leibler (KL) divergence, particularly in scenarios involving 
non-overlapping supports and high-dimensional mappings in generative models. We 
then traced the development of the optimal transport problem, from Monge’s ini-
tial formulation to Kantorovich’s dual approach, emphasizing its connection to the 
Wasserstein distance. The chapter also covered the practical implementation of opti-
mal transport using the Sinkhorn algorithm, highlighting its efficiency and scalability 
for large-scale applications. Finally, we explored the application of optimal transport 
in causal inference, with a focus on the Difference in Differences (DiD) method and 
its extension to the Multivariate Changes in Changes algorithm, demonstrating the 
versatility and power of optimal transport in addressing complex causal inference 
challenges. 

References 

1. Arjovsky, M., Chintala, S., Bottou, L.: Wasserstein generative adversarial networks. In: 
International Conference on Machine Learning, pp. 214–223. PMLR (2017) 

2. Arvanitidis, G., Hansen, L.K., Hauberg, S.: Latent Space Oddity: on the Curvature of Deep 
Generative Models (2017). arXiv:1710.11379 

3. Athey, S., Imbens, G.W.: Identification and inference in nonlinear difference-in-differences 
models. Econometrica 74(2), 431–497 (2006) 

4. Beran, R.: Minimum hellinger distance estimates for parametric models. The Annals of 
Statistics, pp. 445–463 (1977) 

5. Bernton, E., Jacob, P.E., Gerber, M., Robert, C.P.: Inference in generative models using the 
wasserstein distance 1(8), 9 (2017). arXiv:1701.05146 

6. Bonneel, N., Rabin, J., Peyré, G., Pfister, H.: Sliced and radon wasserstein barycenters of 
measures. J. Math. Imaging Vis. 51, 22–45 (2015) 

7. Brenier, Y.: Polar factorization and monotone rearrangement of vector-valued functions. 
Commun. Pure Appl. Math. 44(4), 375–417 (1991) 

8. Carlier, G., Jimenez, C., Santambrogio, F.: Optimal transportation with traffic congestion and 
wardrop equilibria. SIAM J. Control Optim. 47(3), 1330–1350 (2008) 

9. Chen, J.: Consistency of the MLE under mixture models. Stat. Sci. 32(1), 47–63 (2017) 
10. Courty, N., Flamary, R., Tuia, D.: Domain adaptation with regularized optimal transport. In: 

Machine Learning and Knowledge Discovery in Databases: European Conference, ECML 
PKDD 2014, Nancy, France, 15–19 Sept. 2014. Proceedings, Part I 14, pp. 274–289. Springer 
(2014) 

11. Dziugaite, G.K., Roy, D.M., Ghahramani, Z.: Training generative neural networks via 
maximum mean discrepancy optimization (2015). arXiv:1505.03906 

12. Edwards, D.A.: On the kantorovich-rubinstein theorem. Expositiones Mathematicae 29(4), 
387–398 (2011) 

13. Eisenberger, M., Toker, A., Leal-Taixé, L., Bernard, F., Cremers, D.: A unified framework for 
implicit sinkhorn differentiation. In: Proceedings of the IEEE/CVF Conference on Computer 
Vision and Pattern Recognition, pp. 509–518 (2022) 

14. Fajgelbaum, P.D., Schaal, E.: Optimal transport networks in spatial equilibrium. Econometrica 
88(4), 1411–1452 (2020) 

15. Feydy, J., Séjourné, T., Vialard, F.X., Amari, S.i., Trouvé, A., Peyré, G.: Interpolating between 
optimal transport and mmd using sinkhorn divergences. In: The 22nd International Conference 
on Artificial Intelligence and Statistics, pp. 2681–2690. PMLR (2019) 

16. Galichon, A.: A survey of some recent applications of optimal transport methods to 
econometrics. Econ. J. 20(2), C1–C11 (2017)

http://arxiv.org/abs/1710.11379
http://arxiv.org/abs/1701.05146
http://arxiv.org/abs/1505.03906


Optimal Transport: A Promising Technique for Causal Inference… 253

17. Genevay, A., Peyré, G., Cuturi, M.: Learning generative models with sinkhorn divergences. 
In: International Conference on Artificial Intelligence and Statistics, pp. 1608–1617. PMLR 
(2018) 

18. Goodfellow, I., Pouget-Abadie, J., Mirza, M., Xu, B., Warde-Farley, D., Ozair, S., Courville, 
A., Bengio, Y.: Generative adversarial nets. Adv. Neural Inf. Process. Syst. 27 (2014) 

19. Goodman-Bacon, A.: Difference-in-differences with variation in treatment timing. J. Econ. 
225(2), 254–277 (2021) 

20. Govaert, G., Nadif, M.: An EM algorithm for the block mixture model. IEEE Trans. Pattern 
Anal. Mach. Intell. 27(4), 643–647 (2005) 

21. Gretton, A., Borgwardt, K., Rasch, M., Schölkopf, B., Smola, A.: A kernel method for the 
two-sample-problem. Adv. Neural Inf. Process. Syst. 19 (2006) 

22. Kantorovich, L.V.: On the translocation of masses. In: Dokl. Akad. Nauk. USSR (NS), vol. 37, 
pp. 199–201 (1942) 

23. Karlsson, J., Ringh, A.: Generalized sinkhorn iterations for regularizing inverse problems using 
optimal mass transport. SIAM J. Imaging Sci. 10(4), 1935–1962 (2017) 

24. Kolouri, S., Park, S.R., Thorpe, M., Slepcev, D., Rohde, G.K.: Optimal mass transport: signal 
processing and machine-learning applications. IEEE Signal Process. Mag. 34(4), 43–59 (2017) 

25. Komiske, P.T., Metodiev, E.M., Thaler, J.: The hidden geometry of particle collisions. J. High 
Energy Phys. 2020(7), 1–53 (2020) 

26. Lee, J., Bertrand, N.P., Rozell, C.J.: Unbalanced optimal transport regularization for imaging 
problems. IEEE Trans. Comput. Imaging 6, 1219–1232 (2020) 

27. Li, C.L., Chang, W.C., Cheng, Y., Yang, Y., Póczos, B.: Mmd gan: towards deeper understanding 
of moment matching network. Adv. Neural Inf. Process. Syst. 30 (2017) 

28. Li, Z., Tao, R., Wang, J., Li, F., Niu, H., Yue, M., Li, B.: Interpreting the latent space of gans 
via measuring decoupling. IEEE Trans. Artif. Intell. 2(1), 58–70 (2021) 

29. Liu, Y., Jun, E., Li, Q., Heer, J.: Latent space cartography: visual analysis of vector space 
embeddings. In: Computer Graphics Forum, vol. 38, pp. 67–78. Wiley Online Library (2019) 

30. McLachlan, G.J., Lee, S.X., Rathnayake, S.I.: Finite mixture models. Annu. Rev. Stat. Appl. 
6(1), 355–378 (2019) 

31. Monge, G.: Mémoire sur la théorie des déblais et des remblais. Mem. Math. Phys. Acad. Royale 
Sci. 666–704 (1781) 

32. Montavon, G., Müller, K.R., Cuturi, M.: Wasserstein training of restricted boltzmann machines. 
Adv. Neural Inf. Process. Syst. 29 (2016) 

33. Nasserinejad, K., van Rosmalen, J., de Kort, W., Lesaffre, E.: Comparison of criteria for 
choosing the number of classes in bayesian finite mixture models. PloS One 12(1), e0168838 
(2017) 

34. Orlin, J.B.: A polynomial time primal network simplex algorithm for minimum cost flows. 
Math. Program. 78, 109–129 (1997) 

35. Peyré, G., Cuturi, M., et al.: Computational optimal transport: With applications to data science. 
Found. Trends® Mach. Learn. 11(5–6), 355–607 (2019) 

36. Pollard, C., Windischhofer, P.: Transport away your problems: calibrating stochastic simula-
tions with optimal transport. Nucl. Instrum. Methods Phys. Res. Sect. A: Accel., Spectrometers 
Detect. Assoc. Equip. 1027, 166119 (2022) 

37. Pollard, D.: Total variation distance between measures. Asymptopia (chap. 3) (2005) 
38. Reynolds, D.A. et al.: Gaussian mixture models. Encycl. Biom. 741(659-663) (2009) 
39. Saks, M., Yu, L.: Weak monotonicity suffices for truthfulness on convex domains. In: 

Proceedings of the 6th ACM conference on Electronic commerce, pp. 286–293 (2005) 
40. Salimans, T., Zhang, H., Radford, A., Metaxas, D.: Improving gans using optimal transport 

(2018). arXiv:1803.05573 
41. Shamsi, M.: Non-orthogonal time-frequency space modulation (2023). arXiv:2309.10889 
42. Shamsi, M., Ghandi, M., Marvasti, F.: A nonlinear acceleration method for iterative algorithms. 

Signal Process. 168, 107346 (2020) 
43. Shamsi, M., Marvasti, F.: Enhancing the sefdm performance in high-doppler channels (2023). 

arXiv:2309.11774

http://arxiv.org/abs/1803.05573
http://arxiv.org/abs/2309.10889
http://arxiv.org/abs/2309.11774


254 M. Shamsi and F. Marvasti

44. Shamsi, M., Marvasti, F.: Acceleration algorithms for iterative methods. In: Sampling, Approx-
imation, and Signal Analysis: Harmonic Analysis in the Spirit of J. Rowland Higgins, pp. 
521–552. Springer (2024) 

45. Tartavel, G., Peyré, G., Gousseau, Y.: Wasserstein loss for image synthesis and restoration. 
SIAM J. Imaging Sci. 9(4), 1726–1755 (2016) 

46. Torous, W., Gunsilius, F., Rigollet, P.: An optimal transport approach to causal inference (2021). 
arXiv:2108.05858 

47. Van Havre, Z., White, N., Rousseau, J., Mengersen, K.: Overfitting bayesian mixture models 
with an unknown number of components. PloS one 10(7), e0131739 (2015) 

48. Villa, J.M.: DIFF: dimplifying the estimation of difference-in-differences treatment effects. 
Stata J. 16(1), 52–71 (2016) 

49. Villani, C. et al.: Optimal Transport: Old and New, vol. 338. Springer (2009) 
50. Waheed, A., Goyal, M., Gupta, D., Khanna, A., Al-Turjman, F., Pinheiro, P.R.: Covidgan: data 

augmentation using auxiliary classifier GAN for improved covid-19 detection. IEEE Access 
8, 91916–91923 (2020) 

51. Wilson, A.G.: The use of entropy maximising models, in the theory of trip distribution, mode 
split and route split. J. Transp. Econ. Policy 108–126 (1969) 

52. Wu, C., Yang, C., Zhao, H., Zhu, J.: On the convergence of the EM algorithm: a data-adaptive 
analysis (2016). arXiv:1611.00519 

53. Wu, C.J.: On the convergence properties of the EM algorithm. Ann. Stat. 95–103 (1983) 
54. Zhang, Y., Pan, J., Li, L.K., Liu, W., Chen, Z., Liu, X., Wang, J.: On the properties of kullback-

leibler divergence between multivariate gaussian distributions. Adv. Neural Inf. Process. Syst. 
36 (2024)

http://arxiv.org/abs/2108.05858
http://arxiv.org/abs/1611.00519


Analysis of a Queueing Model 
with Catastrophe and First Exceptional 
Service 

Rachna Khurana, Manju Sharma, Shikha Singh, and Archana Singh 

Abstract In this paper, we have developed a multiple vacation queuing model which 
is subject to catastrophe. Catastrophe makes the queue instantly empty and system 
evolves afresh. An exceptional service is provided to the first customer of each busy 
period and at the end of each busy period server goes on vacation, while in opera-
tion server is also subject to breakdown. This type of systems has numerous appli-
cations such as manufacturing processes, computer communication networks and 
service sectors. The generating function technique is used to derive some important 
performance measures. 

Keywords First exceptional service · Catastrophe · Multiple server vacations ·
Service breakdown and repair 

1 Introduction 

Queues with catastrophes are very common in computer networks, where all the files 
get corrupted due to virus attack and no further task is possible to be taken for service 
until the problem is resolved. Some time is needed to repair the whole system and 
first service after repair takes some extra time to accomplish the task. Apart from 
computer communication networks, this catastrophic situation is also seen in various 
other real life systems which may be modeled as queues. A sudden road block due 
to any natural calamity in hilly areas brings traffic to a standstill position and all
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the vehicles are forced to take u-turn. Biological systems can also be modeled as 
catastrophic queues in which virus and bacteria bring catastrophe to the immune 
system. So, catastrophic queues are important to be studied in order to know and 
improve the performance of the system concerned. A good amount of work in this 
area has been done by many authors. 

Welch [17] introduced the concept of first exceptional customer service of each 
busy period in M/G/1 queueing system. Using different service distribution func-
tions he obtained queue size, waiting time and waiting-plus-service time. Boucherie 
et al. [5] studied the effect of negative customer in M/G/1 queue. Li et al. [9] 
devised recursive method for determining stationary probability of queue length 
in the M/M/1 queueing model, which is characterized by exceptional service. Baba 
[3] applied supplementary variable technique for analyzing M/G/1 queue in which 
first N customers get exceptional service. Gray et al. [8] obtained queue length 
distribution and mean queue length for a multiple vacation queue model which is 
subject to break down. Krishna et al. [14] presented transient solution for M/M/1 
queue model with the possibility of catastrophes. Kumar et al. [15] analyzed catas-
trophes and server failures of M/M/1 queue and derived steady-state probabilities. 
Jain et al. [11] studied M/M/1/N queueing system which experience variable catas-
trophes. They obtained time dependent as well as steady solutions. Ghimire et al. [7] 
used generating function technique to find the measures of performance of multiple 
vacations and breakdowns M/M/1 queues with heterogeneous arrival and departure. 
Ayyappan et al. [2] deduced probability generating functions for the multiple vaca-
tion M[X]/G/1 queue with restricted admissibility, breakdowns, and repairs. Begum 
et al. [4] considered Mx/G/1 queue model where disaster occurs at the time of main 
server is active. Substitute slow server is replaced at the time main server fails and 
sent for repair process. Khurana et al. [12, 13] studied extensively M/M/1 multiple 
vacations, breakdown and repair queue model with first exceptional service then 
followed by N exceptional service. Deepa et al. [6] found steady-state probabili-
ties of M/M/1/N queueing model with two types of server vacations and working 
breakdowns using computable matrix technique. Using matrix geometric technique, 
Indra et al. [10] presented analysis of Geo/Geo/1 model with catastrophes. Shanmu-
gasundaram et al. [16] derived stationary probabilities under steady state of M/G/1 
feedback queue. Alshreef [1] presented the solution of a chemical queueing model 
with catastrophes and server repair and failure. 

In this paper, our effort is to study M/M/1queue model which characterizes by 
catastrophes, multiple vacations, server breakdown, and repair. These types of models 
have a wide range of applications in real world. 

2 Model Description 

In this queueing model, we have considered a first exceptional service system with 
catastrophe which results removal of all the customers from the system. The server 
may get breakdowns while serving the customers. After repair process, service is
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started from the interrupted customer. At the end of each busy period, the server 
goes on vacation. Exceptional service is provided to every first customer of busy 
period. The customer arrives in the system with different rates during active service, 
vacation, and breakdown. The times to break down, repair times, and length of 
vacation follow exponential distributions. 

2.1 Notations and Steady-State Probabilities 

λ: Arrival rate at the time of active service 

λ0: Arrival rate at the time of vacations 

λ1: Arrival rate at the time of breakdowns 

μ1: First customer service rate of a busy period 

μ2: Second or following customer service rate of a busy period 

ν: Server vacation rate 

b: Server breakdown rate 

r: Server repair rate 

α: Catastrophe rate. 

ρ0 = λ0 

λ0 + α + ν 

λ0, λ  >  0, λ1 ≥ 0 

μ1, μ2, b, ,  ν, r, α  >  0 

Following are the steady-state probabilities of the model. 

Po,i: The probability that there are i customer in the system and the server has gone 
on vacation. i ≥ 0. 

P1,i,1: The probability that there are i customer in the system at the time of active 
service and first customer is being served of the busy period. i ≥ 1. 

P1,i,2 : The probability that there are i customer in the system at the time of active 
service and second or following customer is being served of the busy period. i ≥ 1. 

P2,i,1: The probability of i customer in the system at the time of repair process and 
the first customer is being served of the busy period. i ≥ 1.
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P2,i,1 : The probability of i customer in the system at the time of repair process and 
the second or following customer is being served is of the busy period. i ≥ 1. 

2.2 Normalization Condition 

Observing the states of the system, normalization condition is 

∞∑

i=0 

P0,i + 
∞∑

i=1 

(P1,i,1 + P1,i,2 + P2,i,1 + P2,i,1) = 1 

2.3 Generating Function for the Model 

In order to apply generating function technique, we define in this section following 
partial generating functions: 

F0(z) = 
∞∑

i=0 

P0,iz
i , 

F1,1(z) = 
∞∑

i=1 

P1,i,1z
i , 

F1,2(z) = 
∞∑

i=1 

P1,i,2z
i , 

F2,1(z) = 
∞∑

i=1 

P2,i,1z
i , 

F2,2(z) = 
∞∑

i=1 

P2,i,2z
i , 

Defining the generating function to find queue length distribution: 

F(z) = F0(z) + F1,1(z) + F1,2(z) + F2,1(z) + F2,2(z)
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3 Analysis of Mean Queue Length 

Following are the steady-state equations of the proposed model for the subsequent 
analysis: 

(λ0+α)P0,0 = μ1P1,1,1 + μ2P1,1,2 (1) 

(λ0 + α + ν)P0,i = λ0P0,i−1, i ≥ 1 (2)  

(λ + μ1 + b + α)P1,1,1 = νP0,1 + rP2,1,1, (3) 

(λ + μ2 + b + α)P1,1,2 = μ1P1,2,1 + μ2P1,2,2 + rP2,1,2, (4) 

(λ + μ1 + b + α)P1,i,1 = λP1,i−1,1 + νP0,i + rP2,i,1, i ≥ 2 (5)  

(λ + μ2 + b + α)P1,i,2 = λP1,i−1,2 + μ1P1,i+1,1 + μ2P1,i+1,2 + rP2,i,2, i ≥ 2 (6)  

(λ1 + r + α)P2,1,1 = bP1,1,1 (7) 

(λ1 + r + α)P2,1,2 = bP1,1,2 (8) 

(λ1 + r + α)P2,i,1 = λ1P2,i−1,1 + bP1,i,1 i ≥ 2 (9)  

(λ1 + r + α)P2,i,2 = λ1P2,i−1,2 + bP1,i,2 i ≥ 2 (10)  

(i) The Generating Function 

Now, utilizing the generating function method, we obtain from Eq. (2) 

F0(z) = 
∞∑

i=0 

P0,iz
i = P0,0 

1 − ρ0z 
, (11) 

We obtain from Eqs. (3) and (5) 

(λ + μ1 + b + α − λz)F1,1(z) = ν[F0(z) − P0,0] +  rF2,1(z) (12)
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Equations (4) and (6) give us  

(λ + μ2 + b + α − λz)F1,2(z) = 
μ1 

z 
F1,1(z) + 

μ2 

z 
F1,2(z) 

+ rF2,2(z) −
{
(λ0 + α)P0,0 − α

}
(13) 

From Eqs. (7) and (10), we get 

F2,1(z) = b 

λ1 + r + α − λ1z 
F1,1(z) (14) 

From Eqs. (8) and (10), we get 

F2,2(z) = b 

λ1 + r + α − λ1z 
F1,2(z) (15) 

Utilizing Eqs. (14) in (12) 

(λ + μ1 + b + α − λz)F1,1(z) = ν
[
F0(z) − P0,0

] + rb 

λ1 + r + α − λ1z 
F1,1(z)

(
λ + μ1 + b + α − λz − rb 

λ1 + r + α − λ1z

)
F1,1(z) = ν

(
1 

1 − ρ0z 
− 1

)
P0,0 

F1,1(z) = νP0,0ρ0z 

A(1 − ρ0z) 
(16) 

Similarly, using (15) in (13) 

⎛ 

⎝ 
λ + μ2 + b + α − λz 

− 
μ2 

z 
− rb 

λ1 + r + α − λ1z 

⎞ 

⎠F1,2(z) = 
μ1 

z 

νP0,0ρ0z 

A(1 − ρ0z) 

− {
(λ0 + α)P0,0 − α

}

(
λ + μ2 + b + α − λz − 

μ2 

z 
− rb 

λ1 + r + α − λ1z

)
F1,2(z) = 

μ1 

z 

νP0,0ρ0z 

A(1 − ρ0z) 
− {

(λ0 + α)P0,0 − α
}

F1,2(z) = 
1 

B

[
μ1 

z 

νP0,0ρ0z 

A(1 − ρ0z) 
− {

(λ0 + α)P0,0 − α
}]

(17) 

where 

A = λ + μ1 + b + α − λz − rb 

λ1 + r + α − λ1z 

B = λ + μ2 + b + α − λz − 
μ2 

z 
− rb 

λ1 + r + α − λ1z
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Generating function F(z) using (11), (16), and (17) 

F(z) = 
P0,0 

1 − ρ0z 
+

(
1 + b 

λ1 + r + α − λ1z

)(
F1,1(z) + F1,2(z)

)

where 

F1,1(z) + F1,2(z) = 
νP0,0ρ0z 

A(1 − ρ0z) 
+ 

1 

B

[
μ1 

z 

νP0,0ρ0z 

A(1 − ρ0z) 
− {

(λ0 + α)P0,0 − α
}]

(18) 

Using F(1) = 1 (Normalization condition) for calculating P0,0

[
F0(z) + F1,1(z) + F1,2(z) + F2,1(z) + F2,2(z)

]
z=1 = 1 

P0,0 

1 − ρ0 
+

(
1 + b 

r + α

)(
F1,1(1) + F1,2(1)

) = 1 

P0,0 
1 − ρ0 

+
(
1 + b 

r + α

)(
νP0,0ρ0 
A(1 − ρ0) 

+ 
1 

B

[
μ1νP0,0ρ0 
A(1 − ρ0) 

− {
(λ0 + α)P0,0 − α

}])
= 1 

After simplification, we get 

P0,0 = 
− α 

B′
(
1 + b 

r+α

) − α 
B

(
bλ1 

(r+α)2

)

ρ0 

(1−ρ0)
2 + bλ1 

(r+α)2 
R + (

1 + b 
r+α

)
S 

At z = 1 

A = μ1 + b + α − rb 

r + α 

B = b + α − rb 

r + α 

A′ = −λ − rbλ1 

(r + α)2 

B′ = −λ + μ2 − rbλ1 

(r + α)2 

R = νρ0 

A(1 − ρ0) 
+ 

1 

B

{
μ1νρ0 

A(1 − ρ0) 
− λ0 − α

}

S = νρ0 

A(1 − ρ0)
2 +

νρ0 

A′(1 − ρ0)



262 R. Khurana et al.

+ 
1 

B′

{
μ1νρ0 

A(1 − ρ0) 
− λ0 − α

}

+ μ1νρ0 

B(1 − ρ0)

{
ρ0 

A(1 − ρ0) 
+ 1 

A′(1 − ρ0)

}

(ii) Mean Queue Length 

In this section, Fʹ(1) is used to calculate the mean queue length. 

L = 
dF(z) 
dz

∣∣∣∣
z=1 

= 
ρ0P0,0 

(1 − ρ0)
2 +

(
1 + b 

r + α

)
d 

dz

[
F1,1(z) + F1,2(z)

]
z=1 

+ 
bλ1 

(r + α)2

[
F1,1(1) + F1,2(1)

]

where 

F1,1(1) = νP0,0ρ0(
μ1 + b + α − rb 

r+α

)
(1 − ρ0) 

F1,2(1) = 1(
b + α − rb 

r+α

)
[

μ1νP0,0ρ0(
μ1 + b + α − rb 

r+α

)
(1 − ρ0) 

− {
(λ0 + α)P0,0 − α

}
]

d 

dz 
F1,1(Z)

∣∣∣∣
z=1 
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)
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(
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)

(
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)2 
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2 
0(
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2 

⎤ 

⎥⎥⎥⎥⎥⎦ 

4 Numerical Illustrations 

See Figs. 1, 2, 3, 4, 5, 6, 7, and 8.
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Fig. 4.1 3D Plot of mean queue length (L) versus arrival rate during active service (λ) and vacation 
rate (ν) 

Fig. 4.2 3D Plot of mean queue length (L) versus arrival rate during active service (λ) and  
castastrophe rate (α)
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Fig. 4.3 3D Plot of mean queue length (L) versus arrival rate during active service (λ) and repair 
rate (r) 

Fig. 4.4 3D Plot of mean queue length (L) versus arrival rate during vacation service (λ0) and  
catastrophe rate (α)
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Fig. 4.5 3D Plot of mean queue length (L) versus arrival rate during breakdown (λ1) and catastrophe 
rate (α) 

Fig. 4.6 3D Plot of mean queue length (L) versus service rate for the first customer of a busy period 
(μ1) and catastrophe rate (α)
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Fig. 4.7 3D Plot of mean queue length (L) versus service rate for the second or following customer 
of a busy period (μ2) and catastrophe rate (α) 

Fig. 4.8 3D Plot of mean queue length (L) versus arrival rate during active service (λ) and service 
rate for the first customer of a busy period (μ1)
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5 Conclusion 

This paper analyzes a multiple vacation queuing system with first exceptional service, 
catastrophes, breakdowns, and repairs. The steady-state probabilities and mean queue 
length are found using generating function technique. Further, graph-based numerical 
analysis has been done using MATLAB. Numerical examples illustrate that MQL 
decreases in every case as catastrophe rate increases. As normally expected, MQL 
rises with the rise in arrival rates during active service, vacations, and breakdowns. In 
the situation of higher vacation rate, repair rate, and service rates during exceptional 
and normal services, MQL decreases. 
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CNN-Based Mathematical Model 
for Sub-classification of Non-small Cell 
Lung Cancer into Squamous Cell 
Carcinoma and Adenocarcinoma 

Rajendra Kumar, Aman Anand, Neetu Singh, and Masood Alam 

Abstract Lung cancer is an important healthcare concern. It affects gender in 
different ways and men are at the greatest risk of dying from this cancer, while women 
are at the second highest risk. In medical science, the process of detection of lung 
cancer is done using low-dose CT scan (LDCT) images. For this purpose, a patient 
lies on a thin and flat table sliding back and forth inside a hole in the middle of the 
Computed Tomography (CT) scanner, which is a large, doughnut-shaped healthcare 
device. Doing the same using automated systems using artificial intelligence with 
high accuracy without human involvement is a challenging task. The main objective 
of this research is to design a Convolutional Neural Network (CNN) model to classify 
squamous cell carcinoma and adenocarcinoma with high accuracy. Around 85% of 
lung cancer cases belong to non-small cell lung cancer. Early detection and treat-
ment are important to a patient’s recovery. Diagnosing the various kinds of cancers 
of the lungs is usually a troublesome process that requires time and error. In addition 
to identifying lung cancer subtypes more accurately and in less time, convolutional 
neural networks may help in determining patients’ right treatment procedures and 
their survival rates. Despite its complexity, even for experienced pathologists, this 
area of research can be challenging when it comes to adenocarcinoma and squamous
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cell carcinoma. This chapter proposes a mathematical model and its three-layer CNN 
implementation for sub-classification of non-small cell lung cancer into squamous 
cell carcinoma and adenocarcinoma. The proposed system is validated to classify 
non-small cell lung cancer into squamous cell carcinoma and adenocarcinoma. The 
model is trained with an accuracy of 96.89% and validated with an accuracy of 
93.20%. 

Keywords Identification · Classification · Deep learning ·Machine learning ·
Convolution neural network · Image processing · Accuracy · Confusion matrix 

1 Introduction 

Various mathematical models are designed and implemented for prediction, clas-
sification, regression, clustering, etc. Prediction of different cancers, skin diseases, 
and plant diseases are common examples. Mathematical models include details of 
layers in the CNN architecture and hyperparameters settings to get better accuracy. 
Cancer is now becoming the most common disease and lung cancer is the major 
reason of cancer death worldwide. It is difficult to identify because it appears and 
manifests symptoms only at the end of the process. Early discovery and treatment 
of the condition, on the other hand, can minimize the mortality rate and probability 
[1]. Approximately 7.6 million people worldwide die each year from lung cancer, 
as per reports by the World Health Organization. Also, in 2030, approximately 17 
million people are expected to die from cancer. To diagnose lung cancer, there are 
different methods available, like MRI, CT, isotopes, and X-rays [2]. The special-
ists use appropriate tools to analyze images and detect and diagnose lung cancer 
at various levels of severity. Different laboratory and clinical approaches are used, 
such as chemical treatments to destroy malignant cells or stop their replications, 
targeted therapies, and radiotherapy. Patients must endure painful, time-consuming, 
and expensive treatments in order to identify and detect cancer disorders. To identify 
and diagnose lung cancer, image processing tools and machine learning approaches 
were utilized [3]. The aim is to make a CNN model which can recognize lung cancer 
and distinguish between squamous cell carcinoma and adenocarcinoma. 

2 Related Work 

Alakwaa et al. [4] presented research regarding the identification and classification of 
lung cancer, researchers are employing a Three-Dimensional Convolutional Neural 
Network (3DCNN). Data Science Bowl 2017 patient lung CT scan dataset by Kaggle 
was used in the research. This dataset comprises labeled data of 1397 persons that 
is further partitioned into a 978-patient training set and a 419-patient test set. For 
the model to achieve its full potential and to improve the accuracy of lung cancer
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detection, extensive preprocessing techniques are used to generate accurate nodules, 
and this model presented detailed CNN training from beginning to end. This model 
produced a test set accuracy of 86.6%. Masood et al. [5] used models for training and 
evaluating using LIDC and medical datasets for detecting the lung cancer type using 
an improved RFCN method with multi-layer fusion RPN. Each CT scan set included 
three hundred slices with a gray-level image of 512 × 512 pixels, and each slice was 
3 mm thick. LIDCIDRI dataset has 1018 CT scan sets in total. The multidimensional 
and region-based fully connected CNN was applied to construct this model. The 
accuracy that was achieved by this model is 97.91%. 

Perumal et al. [6] detected and classified lung cancer using CT scan images and 
better Artificial Bee Colony (ABC) optimization. The LIDC dataset, developed by 
the National Cancer Institute, was used in this model implementation. This model 
employs the region expand method, the watershed algorithm, and the ABC algo-
rithm. This model achieved very high accuracy. Zhang et al. [7] used a deep CNN for 
the detection and classification of lung cancer. This model included three datasets 
for various purposes. The first set of data was collected from the LUNA16 data 
collection and the second from thoracic CT scans provided by Guangdong Provin-
cial People’s Hospital and the third one from 50 surgical dissection patients. CNN is 
the algorithm used by this model to achieve an accuracy of 84.4%. Hatuwal et al. [8] 
demonstrated the identification of lung cancer using CNN on histographical images. 
This work used CNN to classify benign, adenocarcinoma, and squamous cell carci-
noma. Here, the author used LC2000 dataset and achieved a training and validation 
accuracy of 96.11% and 97.20%. Teramoto et al. [9] utilized DCNN to automate 
lung cancer-type classification based on cytological images. They employed a deep 
convolutional neural network to classify adenocarcinoma, squamous cell carcinoma, 
and small cell carcinoma in this case. This work observed 71.1% accuracy on recog-
nition. Asuntha et al. [10] detected and classified cancers based on deep learning. 
The author used fuzzy particle swarm optimization to pick features. Using the best 
techniques for feature extraction, they analyzed the data like HOG, wavelet trans-
forms, local binary patterns, scale-invariant feature transform, Zernike moments, and 
histograms of oriented gradients. This work used LIDC database and got 65.62% 
accuracy. Makaju et al. [11] developed a technique for detecting lung cancer using 
CT scan images. This approach detects cancerous nodules in lung CT scan images 
by classifying nodules as malignant or benign using watershed segmentation and 
Support Vector Machine (SVM). The dataset used in this study is the image database 
consortium and this work got an accuracy of 92%. Tekade et al. [12] employed CNN 
model and trained over lung image database consortium LUNA16. The outcome of 
this study is to combine two methods as proposed models and U-Net subdivision 
to get better accuracy of prediction of lung nodule detection and further predicting 
malignancy levels. This technique provides an accuracy of 95.66% and a loss of 
0.09. The model’s detection rate was sluggish, which was a disadvantage of this 
work. Khan et al. [13] developed a technique for convolutional neural networks, to 
identify lung cancer. In this study, a deep convolution neural network is employed, 
and LIDC dataset is used. In this research work, the neural networks classified CT 
scan images of lung nodules as malignant or benign. Thus, before adding input CT
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images to the network model, preprocessing was performed to ensure that the pictures 
were of comparable size and format. DCNN is not suitable for training large-size 
images because it is hard to train large-size images. Asuntha et al. [10] utilized deep 
learning algorithms for the detection and classification of lung cancer. This study 
targeted detecting malignant lung nodules and classifying lung cancer according 
to severity by analyzing input lung pictures. This study employed exclusive deep-
learning methods for determining the position of malignant lung nodules. Here, 
features were classified using deep learning. An improved version of FPSOCNN, 
which reduces CNN’s computational complexity, is suggested. The main disadvan-
tage of this study is that interpreting CT image slices from a large number of CT scans 
remains difficult. Nasrullah et al. [14] suggested a technique to detect and classify 
lung nodules using deep learning in conjunction with a variety of approaches. They 
used publicly available datasets, such as LUNA16 and LIDC-IDRI, as well as data 
from hospitals for nodule detection training. The existence of malignant nodules was 
determined using a 3D lung CT scan. To determine whether nodules were present, 
lung CT images were first exposed to CMixNet and U-Net-like encoder–decoders. 
Using 3D CMixNet and GBM, they found nodules were categorized as cancerous. 
Finally, the DL-based nodule categorization findings were compared to a number of 
additional criteria, such as the patient’s clinical biomarkers, family history, habits, 
biological behaviors, and location of the discovered nodule. There have been several 
experiments using the free datasets LUNA16 and LIDC-IDRI. 

3 Dataset and Methods 

A. Datasets 

In this study, LC2500 and LC25000 datasets are used which are taken from 
Kaggle [15]. LC2500 dataset contains 25,000 colored images which are divided 
into 5 classes each having 5000 image samples. Every picture is 768× 768 in 
size and is formatted in jpeg. The size of LC25000 dataset is 1.85 GB. The 
lung colon folder consists of images that comprise two subfolders: lung image 
sets and colon image sets. The set of colon image subfolder has 2 subfolders: 
colon_n, which contains 5,000 images of benign colonic tissues, colon_aca, 
which contains 5,000 photos of colon adenocarcinomas. The set of lung image 
subfolder comprises 3 secondary subfolders: lung aca, which contains 5,000 
lung adenocarcinomas images, lung SCC (Squamous cell carcinoma) images, 
which contains 5,000 lung squamous cell carcinomas images, and lung_n, which 
has 5,000 benign lung tissues images. The dataset LC25000 contains 5000 color 
images of lung squamous cell carcinoma and 5000 colored pictures of lung 
adenocarcinoma.
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B. Data Preprocessing 

In image preprocessing, the images in this study are cropped to the size of 299 
× 299 pixels from 768 × 768 pixels to reduce the background area and 299 × 
299 size is suitable for the CNN method. Then the cropped image is used for 
training and validation dataset on three-layer CNN. During image preprocessing 
author set the value of rescale as 1/255, shear_range as 0.2, zoom_range as 0.2 
and validation_split as 0.2. 

The deep learning models outperform classical pattern recognition by 
extracting features using image processing operations. It is required to use deep 
learning techniques, otherwise only a set of empirical rules and intuitions can 
be obtained. The CNN-based solutions include scattering networking [16] and 
tensor analysis [17]. One more important domain is the selection of size and 
number of filters in the CNN [18]. 

C. Mathematical Modeling 

CNN architecture is utilized and it is shown in Fig. 1. In this methodology, there 
are three layers, each with its own specification, and each with an increased 
filter to extract the feature, max pooling to preserve the features, flattening, and 
kernels of 7  × 7 × 7 dimensions. This model is obtained from a standard CNN 
by replacing the dense layer with a set of 1 × 1 × 1 convolutional filters. 
The proposed CNN is a three-layer architecture. CNN methods are used 

because they have good capability to extract features in images without complex 
preprocessing. 

Layers of CNN—The first layer is convolutional followed by a pooling layer and 
the third layer is fully connected which comprises a three-layer CNN. 

Convolutional layer—CNN’s main building element is the convolution layer. It 
carries the majority of the computational cost on the network. After convolution, we 
obtain the shape of an output for more complex filter dimensions. The formulas to 
get the dimensions are as follows: 

Dimension of image = (n, n). 
Dimension of filter = ( f , f ) such that f < n.

Fig. 1 The three-layer CNN architecture 
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Fig. 2 Leaky ReLU 
activation function 

Dimension of output will be ((n − f + 1), (n − f + 1)). 
Pooling layer—By computing a summary statistic of neighboring outputs, the 

pooling layer replaces network output at certain spots. In turn, this process reduces 
the size of the representation, which reduces the computational cost and weights 
required. 

Activation functions—An activation function calculates the weighted sum of 
inputs and biases of a neural network, which determines whether a neuron can be 
activated or not. In recent research, three main activation functions mainly sigmoid, 
ReLU, and parameterized ReLU are commonly used in CNN implementations. The 
parameterized ReLU (also known as leaky ReLU abbreviated as LReLU) is presented 
in Fig. 2. The ReLU segregates the negative values to 0 and keeps positive values 
untouched. The LReLU has a role alike to the ReLU but it maps bigger negative 
values to slighter ones by falling the angle of the map function. 

SoftMax—SoftMax is a mathematical function used for classification. It performs 
the operation by converting a vector of numbers into a vector of probabilities. 

Fully connected layer—As in a conventional fully convolution neural network, 
the neurons in the fully interconnected layer are completely linked to all neurons in the 
preceding and following layers. The fully connected layer assists in the representation 
mapping between input and output. 

Once the feature data is converted into a one-dimensional array, it is sent to the 
fully connected or dense layer. All of these individual values present separate features 
of the image. The dense layer performs two operations on the input data, namely (i) 
linear and (ii) nonlinear transformations. 

The CNN implementation of the mathematical model takes the image, and iden-
tifies various features, dimensions and edges from the image. As per the information 
gathered, the objects are predicted/clustered or classified. This is quite performed by 
the hidden layers in a convolutional neural network. The main task of hidden layers is 
to extract the features of the input image. The tasks of a convolutional neural network 
are divided into two parts (Fig. 3):

• First, the convolution layers that extract the hidden patterns from the input 
image.
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Input Image Convolutional 

Layer 

Fully Connected 

Layer 
Output Error 

Fig. 3 Observing error in prediction

• Second, the fully connected (also known as dense) layers that use data from 
the convolution layer to generate output. 

Mainly, there exist two tasks associated with the training of any neural network. 
First is forward propagation which receives input data, processes the feature data, 
and generates the output. The second is backward propagation which computes the 
errors and updates the parameters of the CNN. 

Mathematically, a linear transformation of the data is performed using the 
equation: 

Z = W T × X + b 

Here, X represents the input image, W represents the weights, and b is bias which is 
a constant value. The dense or fully connected layer has two concerns to consider— 
weights and a bias matrix. The change in error concerning weights is calculated as 
dE 
dW . As the error is not directly dependent on the weight matrix, the concept of the 
chain rule to determine this value. Figure 4 represents the steps of defining dE dW . 

The value of dE dW is calculated as follows: 

dE 

dW 
= dE 

dO 
× dO 

dZ2 
× dZ 

dW 

The values of the derivatives can be found separately. 

Changes in Error Concerning to Output 

Let the actual values for the data be D and the predicted output be O. Then the error 
is presented as follows:

Fig. 4 Backward propagation 
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E = (D − O)2 
2 

If the error is differentiated concerning the output, then we get 

dE 

dO 
= −(D − O) 

Change in Output Concerning Linear Transformation Output 

To determine the derivative of output O concerning linear transformation represented 
as Z2, we need to define O in terms of Z2. dO/dZ2 is efficiently the derivative of 
leaky ReLU. Recall the equation for the leaky ReLU function: 

f (x) = max(0.1x, x) 

Updating Linear Transformation Output Concerning Weights 

The linear transformation output Z2 is the result of the linear transformation process. 
The equation of Z2 in terms of weights: 

Z2 = W T .A1 + b 

where W is the weight, b is the bias, and A1 is calculated as follows: 

A1 = dZ2 
dW 

The chain rule can be used to find the update in error concerning weights. The 
values in the weight matrix can be updated using the equation: 

Wnew = Wold − c × dE 
dW 

The bias matrix can be updated by following the same procedure. 

4 Implementation Scenario 

To train the images the three-layer convolutional neural networks algorithm is used 
which has shown better performance on sub-classifying lung cancer than other algo-
rithms. Before the model training, the various hyperparameter values (learning rate: 
0.01, batch size: 32, activation function: leaky ReLU and SoftMax, epoch size: 15) are 
set, and during parameter building batch normalization is used for preventing over-
fitting and underfitting for every layer. Leaky ReLU and SoftMax function are used
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for model training with TensorFlow, Keras framework for implementation. Leaky 
ReLU helps in avoiding the dying ReLU problem and ensures almost all neurons 
remain active permanently during training. For implementation, first, a convolution 
layer is applied with 64 filters. The next step is as follows: a stack of three CNN 
blocks, the first one of which has 32 filters, the second one and third one of which 
have 32 and 128 filters and dimension reduction applied on them. 

5 Results 

In the pre-implementation the experiments utilized LC25000 database downloaded 
from Kaggle and it consist of 25,000 images and the author used 5000 color images 
of lung squamous cell carcinoma and 5000 colored pictures of lung adenocarcinoma 
and the split ratio between training samples and validation samples is 80 and 20. For 
binary classification, the dataset consists of 8,000 images from training and 2,000 
images from validation. In data preprocessing, the authors cropped the images in 299 
× 299 pixels for three layers of CNN implementation. The proposed approach uses 
three layers of CNN which is a more efficient neural network architecture to classify 
the lung cancer images of LC25000 dataset. The proposed model observed 96.89% 
accuracy, 96.89% recall, 96.89% precision, 99.44% AUC, and 93.20% validation 
accuracy over 15 epochs. Post-implementation profuse and ideal results are obtained 
as shown in Figs. 5 and 6. The accuracy graphs present the implementation demo and 
a great view of action providing an advantage to automate the process of detecting 
lung cancer. Figures 7 and 8 present the confusion matrix of the proposed model. 

Figure 9 shows the prediction of the lung cancer type present in the sample image. 
Here, squamous cell carcinoma is predicted.

Fig. 5 Training and validation accuracies
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Fig. 6 Training and validation losses 

Fig. 7 Training confusion matrix
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Fig. 8 Validation confusion matrix

Fig. 9 Squamous cell 
carcinoma is predicted 

6 Conclusion 

It is observed that the proposed system performed well with an image dataset 
containing 5000 colored pictures of lung squamous cell carcinoma and 5000 colored 
pictures of lung adenocarcinoma from the LC25000 dataset and obtained 96.89% 
training accuracy and 93.20% validation accuracy. This research work presents sub-
classifying lung cancer using CNN. In this work, the training of the model on previ-
ously unseen non-small cell lung cancer images also allowed for classifying them 
into squamous cell carcinoma and adenocarcinoma.
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